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Traditionally, economic growth and business cycles have been treated independently. 
However, the dependence of GDP levels on its history of shocks, what economists refer to 
as “hysteresis,” argues for unifying the analysis of growth and cycles. In this paper, we 
review the recent empirical and theoretical literature that motivate this paradigm shift. The 
renewed interest in hysteresis has been sparked by the persistence of the Global Financial 
Crisis, as GDP in advanced economies remains far below the pre-crisis trends. The 
findings of the recent literature have far-reaching conceptual and policy implications. In 
recessions, monetary and fiscal policies need to be more active to avoid the permanent 
scars of a downturn. And in good times, running a high-pressure economy could have 
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I.   INTRODUCTION  

More than 10 years have passed since the Global Financial Crisis started and there is still a 
perception that many advanced economies have not properly recovered from this event. The 
crisis has left scars on investors, firms, workers, and consumers’ memories who suffered its 
negative consequences. These perceptions are supported by the fact that, objectively, the 
recovery from the crisis was slow among all advanced economies (as Ball (2014), 
Rawdanowicz et al. (2014), Reifschneider, Wascher and Wilcox (2015), Cerra and Saxena 
(2017), Fatás and Mihov (2013), among many others, have shown). This slow recovery 
means that GDP, or GDP per capita, today is clearly below its pre-crisis trend.  

The Global Financial Crisis was quite unique because of its depth and length and for many 
countries it represented the worst crisis since the Great Depression. But the fact that 
recoveries might not always be strong enough to bring GDP back to its pre-crisis trend is not 
just about this particular crisis. There is plenty of empirical evidence that GDP fluctuations 
(shocks) are persistent, that their effects are still with us years after the shock takes place.  

The persistent and possibly permanent effects of recessions imply that what we refer to as 
cyclical events are not simply movements along a trend. They, themselves, affect the trend. 
The possibility that exogenous technology shocks could drive both the trend and cycle was a 
cornerstone of the Real Business Cycle Theory. Its models and the empirical evidence that 
supported them led to the view that permanent technology shocks were a fundamental driver 
of fluctuations. But there is an alternative view related to the persistence of cyclical 
fluctuations, one that postulates that the dynamics of the trend react to the cycle and 
persistence can then be seen as the scars left by recessions. In this alternative view, the state 
of the economy and the level of GDP are history dependent, what it is known as hysteresis.1 

Hysteresis has implications for the way we think about the drivers of both business cycles 
and long-run growth, as well as the optimal economic policies that fiscal authorities and 
central banks should follow. If cyclical deviations leave permanent scars there should be 
more urgency for policy makers to counteract low aggregate demand during a recession. 
Running a “high-pressure” economy can not only allow for a fuller utilization of resources 
but can also have a long-term effect on the level of GDP.  

 
1 One of the earlier explicit references to the word hysteresis in the macroeconomic literature was in the context 
of labor markets. Clark (1989) used the term to refer to the experience of European labor market during the 
1970s and 1980s. The definition of hysteresis used was that of path dependence in steady states “Formally, a 
dynamic system is said to exhibit hysteresis if it has at least one eigenvalue equal to zero (unity, if specified in 
discrete time). In such a case, the steady state of the system will depend on the history of the shocks affecting 
the system. Thus, we should say that unemployment exhibits hysteresis when current unemployment depends on 
past values with coefficients summing to 1”. 
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This paper reviews the literature on hysteresis. We start in Section II with a short 
chronological overview on how the views on the definition and characterization of business 
cycles have evolved over time, with a focus on the distinction between the cycle and the 
trend. Section III summarizes the evidence on persistence of business cycles and its potential 
causes. Section IV reviews the models that have incorporated this phenomenon. Section V 
discusses the policy recommendations in a world with hysteresis and Section VI concludes. 

II.   CYCLE AND TREND 

The separation of long-term trends from business cycles has been at the core of how 
economists think about the existence, causes and remedies of economic fluctuations. In this 
section we provide a quick historical overview on how the thinking about business cycles has 
evolved over time. 

A.   The cycle in the business cycle 

The early 20th century analysis of business cycles culminated with the NBER efforts and the 
work of Burns and Mitchell (1946) to define, measure and date business cycles in the US.2 
Two decades before, Mitchell (1923) had described economic cycles as a succession of crises 
that followed periods of prosperity. He saw crisis as caused by shocks such as weather, 
uncertainty, innovation, savings, or by over-production, what he referred to as a “slow 
accumulation of stresses within the balanced system of business – stresses which ultimately 
undermine the conditions upon which prosperity rests.” (Mitchell (1923) and Mitchell 
(1927)) 

Burns and Mitchell (1946) provided a historical characterization of business cycles as 
phenomena that are recurrent in time. They are cyclical in nature although they do not follow 
a given frequency (i.e. they are not periodic). In their words “expansion is followed by 
recession, recession by contraction, contraction by revival, and revival by a fresh 
expansion.” Given this characterization, their focus was on identifying turning points, 
referred to as peaks or troughs.  

Burns and Mitchell (1946) had in mind a theoretical underpinning based on the concept of 
short-term fluctuations around a trend driven by fundamentals. In their words: “Defining 
business cycles as recurrent departures from and returns toward ‘a normal state of trade’, or 
‘a position of economic equilibrium’.” But they explicitly avoided imposing such a 
theoretical framework on their empirical work because of the difficulty in constructing 
variables that are relevant from a theoretical point of view, but not directly observed. “To say 
that business cycles are departures from and returns toward a normal state of trade of 
position of equilibrium, or that they are movements resulting from discrepancies between 

 
2 Attention to business cycles was rare among economists in previous centuries. Their focus was typically on the 
understanding of fundamental, long-run economic principles. Mitchell (1927) describes the work of some of the 
19th century economists who were concerned with economic fluctuations and their early references to cycles.  
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market and natural rates of interest, will not help because we cannot observe normal state of 
trade, equilibrium positions, or natural interest rates.” 

Their choice of following a data-driven approach in the characterization of business cycles 
instead of one based on theory led to criticisms as in, for example, Koopmans (1947) who 
argued that “the decision not to use theories of man's economic behavior, even hypothetically, 
limits the value to economic science and to the maker of policies, of the results obtained or 
obtainable by the methods developed. This decision greatly restricts the benefit that might be 
secured from the use of modern methods of statistical inference.” 

Koopmans’ criticism was based on the view that without a specific hypothesis to be tested, 
the empirical characterization of business cycles cannot provide enough insights to policy 
makers or those trying to understand the causes of economic fluctuations.  

The idea of cycles as deviations from normal states of trade was not uncommon among 
economists in the early 20th century. Keynes (1936) emphasized deviations from the long-
term equilibrium analysis of the classical model to explain the existence of economic 
fluctuations. Cycles could be described as periods of low growth or high unemployment 
driven by demand changes. Hicks (1933) saw business cycles as states of “disequilibrium” 
from the “idealized state of dynamic equilibrium.” Changes in “structural elements that have 
the most direct effect on prices – the rate of interest and the value of money” were the main 
sources of economic fluctuations. 

B.   Modeling the trend and the cycle 

Much of the academic work in the decades that followed used the Keynesian tradition with a 
focus on the importance of demand factors in order to understand business cycles. While in 
this framework, cycles were seen as deviations from a classical equilibrium determined by 
full employment, the determination of long-run equilibrium was typically not explicitly 
modeled (as in, for example, the large-scale econometric model of Klein and Goldberger 
(1955)).  

However, the high inflation period of the 1970s shifted the focus of the academic research 
towards the understanding of long-run equilibrium and in particular the role of the 
nonaccelerating inflation rate of unemployment (NAIRU) as an anchor to the Phillips Curve. 
The existence of the NAIRU made impossible a long-term tradeoff between inflation and 
unemployment. Over time this led to the development of macroeconomic models with a 
much more structured view of full employment and a clear separation between the long-run 
equilibrium state of an economy and the cycle (Friedman (1968), Phelps (1968) and Lucas 
(1977)).  

This emphasis on the need to provide a theoretical basis for the understanding of the long-
term equilibrium was a key argument in the seminal work of Kydland and Prescott (1982). 
They presented their methodology partly as a contrast to the unstructured view of Burns and 
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Mitchell (1946).3 Business cycles were explicitly defined as deviations from long-term 
equilibrium values, and those were properly grounded in the theory of long-run growth. For 
this purpose, Kydland and Prescott (1982) made use of the neoclassical Solow growth model 
to capture the trend or steady state. An additional innovation was to formalize the idea that 
the trend could be stochastic; a deviation from the view of long-run dynamics as slow-
moving forces. A stochastic trend meant that technology shocks could be a source of short-
term fluctuations, leading to the development of Real Business Cycles (RBC) models. Based 
on this theoretical framework, a series of papers developed econometric methods to estimate 
the trend and, by default, the business cycle. This is the methodology made popular by 
Beveridge and Nelson (1981) of decomposing GDP into a trend and a cycle.4 

This methodological approach became the basis of most of the academic research that 
followed. Whether we are referring to a real business cycle model or a New-Keynesian one, 
the long-run dynamics of GDP were driven by a (possibly stochastic) long-run trend that was 
implicitly associated with the Solow-model growth dynamics. And business cycles were 
thought of as the movements of macroeconomic variables as they adjust, after a shock, to this 
steady state. In addition, fluctuations were typically modeled as symmetric and caused by 
small and frequent shocks (technology, preferences or economic policies).  

Despite the structural nature of the RBC models, and their focus on technology as a source of 
cycles, long-term growth dynamics were treated as a black box, mostly as a drift in the 
stochastic process describing technology. This idea fit well with the exogenous-growth 
models a la Solow (1956). This very simple framework, which treated average growth as 
exogenous but emphasized short-term shocks to technology as a cause of persistent business 
cycles, was the basis of many empirical studies that tried to assess the sources of business 
cycles. Blanchard and Quah (1989) explicitly identified technology shocks from demand 
shocks by the persistence of its dynamics. Technology shocks were permanent while demand 
shocks were transitory. From a policy point of view, traditional aggregate demand policies 
(monetary and fiscal) could only address the cyclical, temporary disturbances. And the costs 
of these disturbance were seen as small given their temporary and symmetric nature (Lucas 
(1987)). 

An early exception to the symmetric view of the business cycle was Friedman (1964) and 
(1993). In some ways, his description of business cycles was similar to that of Burns and 
Mitchell. There is an inherent asymmetry in cycles where recessions are seen as downward 
deviations from potential output, seen here as a maximum. Empirically, the support from 
these dynamics comes from the observation that recessions do not depend on the length of 
expansions, but recoveries depend on the depth of recessions. In Friedman (1964)’s words: 

 
3 Kydland and Prescott (1990) build on the earlier criticism that Koopmans (1947) had made of the Burns and 
Mitchell (1946) methodology as “measurement without theory”. 

4 There are alternative view of the cycles such as those proposed by Zarnowitz and summarized in Zarnowitz 
and Ozyildirim (2006).  
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“Our analytical models generally involve a conception of a self-generating cycle, in which 
each phase gives rise to the next and which may be kept going by a sequence of random 
shocks, each given rise to a series of damped perturbations. (…) The asymmetric serial 
correlation pattern suggests that this analogy might be misleading, that a better one is what 
can be termed a plucking model. Consider an elastic string stretched taut between two points 
on the underside of a rigid horizontal board and glued lightly to the board. Let the string be 
plucked at a number of points chosen more or less at random with a force that varies at 
random and then held down at the lowest point reached. The result will be to produce a 
succession of apparent cycles in the string whose amplitudes depend on the force used in 
plucking the string.”  

Friedman’s “plucking” model of business cycles is an inherently asymmetric model of 
fluctuations. We can reconcile this model with the notion of an equilibrium steady state 
towards which GDP returns if we interpret that maximum level as the equilibrium or steady 
state level of output used. And, in principle, one could add to this framework the possibility 
that the trend itself is stochastic and driven by certain (low-frequency) shocks. But what is 
central to the model is the idea that asymmetric and temporary disturbances are responsible 
for events that we can call business cycles and, as before, the (now asymmetric) cycle is 
distinct from the trend. 

C.   The cycle and trend when growth is endogenous 

As endogenous-growth theory developed in the late 1980s, a set of papers explored the idea 
of analyzing the interactions between endogenous growth and business cycles. King, Plosser, 
and Rebelo (1988) and King and Rebelo (1988) found that temporary technology shocks can 
become permanent in the presence of endogenous growth. The otherwise temporary shocks 
would produce permanent effects on GDP because they temporarily altered the long-term 
growth engine. Because of their focus on technology shocks and the fact that in the original 
RBC models technology shocks were already seen as permanent, these papers did not differ 
much from standard RBC models. They shared the source of the shock (technology) as well 
as the unit root properties of the stochastic trend.  

Using a similar logic but applied to any temporary shock, Stadler (1986) and Stadler (1990), 
established a much larger departure from RBC models. The novelty was that demand shocks, 
that had always been seen as temporary, could now have permanent effects on GDP. In 
Stadler (1990) monetary shocks affect employment and therefore the pace of knowledge 
accumulation, which is the driver of long-term growth. Stiglitz (1993) showed similar effects 
in a model where R&D expenditures react to the state of the business cycle. Martin and 
Rogers (1997) developed a model where human capital accumulation, via learning by doing, 
is driving long-term growth. In their model fiscal policy used for stabilization purposes can 
have permanent effects. Fatás (2000a) showed that in a model where capital accumulation 
drives long-term growth, labor market or fiscal policy shocks have permanent effects on 
GDP.  
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While these papers focused on the potential permanent negative effects of recessions, the 
incorporation of endogenous growth to economic models of the business cycles can also open 
the door for positive, cleansing, effects of recessions. During recessions, as production is 
lower than normal, there are unused productive resources that can be deployed to research 
activities and this reassignment of resources could increase growth in the long term. Also, 
recessions can be seen as periods where uncompetitive firms go out of business. In these 
models, trend growth accelerates during recessions and once the cyclical effects are gone the 
economy continues in a trajectory of higher GDP. Gali and Hammour (1992), Caballero and 
Hammour (1994), Aghion and Saint-Paul (1991) or Hall (1991) developed models that 
describe this intuition. 

All these papers, by introducing endogenous growth in traditional business cycle models, 
created a new paradigm in the decomposition of trend and cycle. If cyclical events can affect 
the trend, they become persistent and can possibly have permanent effects on GDP. And if 
this is the case, stabilization policies will result in long-lasting effects on GDP and welfare.  

The intuition captured by all these models was not completely new to the academic literature. 
The idea that cyclical disturbances could have long-term effects had been suggested much 
earlier in the academic literature even if it had not been fully formalized. For example, Okun 
(1973) in a framework that relies on an asymmetric view of business cycle suggested that 
running a “high pressure” economy with lower unemployment can lead to an upgrade of 
skills, higher productivity and wages. While the logic of the paper is static in nature, it 
mimics that of the dynamic endogenous growth models developed decades later. It also 
reaches the conclusions that a more aggressive demand-management policy could improve 
the long-run equilibrium. 

Tobin (1980) also acknowledged the importance of running a “high pressure” economy and 
how a clean separation of the long-run equilibrium and the business cycles was not possible. 
“With respect to human capital, as well as to physical capital, demand management has 
important long-run supply-side effects. A decade of slack labor markets, depriving 
generations of young workers of job experience, will damage the human capital stock far 
beyond the remedial capacity of supply-oriented measures.”  

But endogenous growth allowed these early intuitions to be later formalized with models that 
established a view of business cycles where trend and cycles are not orthogonal to each other. 
But unlike in the tradition of RBC models where the stochastic nature of the trend could be a 
source of cycles, these papers emphasize the notion that the effects of cyclical fluctuations 
can be long-lasting, even permanent, and therefore the potential positive effects of stabilizing 
them can be much larger than previously thought. The path of GDP is dependent on its 
history and it is this dynamic feature what we refer to as hysteresis. 
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III.   EMPIRICAL EVIDENCE  

A.   Persistence a key feature of business cycles 

In the previous sections, we have described the importance for our understanding of 
economic fluctuations of the separation of trend and cycle. The original notion that trends 
were slow-moving and possibly deterministic while fluctuations from temporary, cyclical 
events was challenged first by the RBC literature and later by models with hysteresis effects. 
In these two strands of the literature a key feature was the role played by the persistence of 
fluctuations. In this section, we review the empirical literature on persistence, the early 
debate around the existence of unit roots, as well as the attempts to identify its source so as to 
discriminate between alternative explanations of the business cycle.  

B.   Early evidence on persistence and unit roots  

In their seminal paper, Nelson and Plosser (1982) presented evidence that questioned the 
view of cycles as temporary deviations from long-run output. They investigated whether 
macroeconomic time series are better characterized as stationary fluctuations around a 
deterministic trend or as non-stationary processes that have no tendency to return to a 
deterministic path. Using long historical time series for the United States, they were unable to 
reject the hypothesis that these series are non-stationary stochastic processes. Campbell and 
Mankiw (1987) reached similar conclusions using a different methodology: If fluctuations in 
output are dominated by temporary deviations from the natural rate, then an innovation in 
output should not substantially change one's forecast of output in, say, ten or twenty years. 
They find that a one percent innovation in real GDP changes GDP forecasts over a long 
horizon by over one percent, suggesting that shocks to GDP are largely permanent.5,6  

These results were significant because they cast doubt on both the existing empirical 
literature as well as theories. On the empirics, if aggregate output is thought of as consisting 
of a growth component plus a cyclical component, then the growth component must be a 
non-stationary stochastic process rather than a deterministic trend as had been generally 
assumed in early empirical work. Instead of attributing all variation in output changes to the 
cyclical component, the stochastic model allows for contributions from variations in both 
components. Therefore, empirical analyses of business cycles based on residuals from fitted 
trend lines are likely to confound the two sources of variation, greatly overstating the 
magnitude and duration of the cyclical component and understating the importance of the 

 
5 We refer to GDP in our text for consistency with the recent literature even if many of the early papers were 
using GNP as the measure of economic activity. 

6 Bluedorn and Leigh (2018) find similar result using professional long-term forecasts for 38 advanced and 
emerging market economies. They find that output forecasts are super-persistent—an unexpected 1 percent 
upward revision in current period output typically translates into a revision of ten year-ahead forecasted output 
by about 2 percent in both advanced and emerging markets. 
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growth component. Moreover, to impose the trend specification is to assume away long-run 
uncertainty in these variables and to remove much of their variation a priori.  

These results also challenged theories in which output fluctuations are primarily caused by 
temporary shocks to aggregate demand. Traditional Keynesian models based on nominal 
rigidities such as that of Fischer (1977) or models based on misperceptions, such as that of 
Lucas (1973), imply that the deviations from trend caused by demand shocks are transitory in 
nature. The fact that most shocks seem to be persistent in nature meant that the forces that 
restore equilibrium towards a steady state or a natural rate are very slow moving or, even 
more challenging, the steady state equilibrium is not stable and therefore not an obvious 
concept to characterize business cycles (Campbell and Mankiw (1987)). 

C.   Persistent or permanent?  

The early evidence on persistence raised a fundamental question: is the adjustment towards 
equilibrium slower than what we thought or is the steady-state equilibrium stochastic? This is 
the origin of the debate on whether macroeconomic time series actually have a unit root. Is 
the coefficient on the autoregressive term exactly 1 or is it just persistent, i.e., it is close to 
but not exactly 1.7  
 
Cochrane (1991) showed that first-difference stationary time series or time series with a unit 
root are equivalent to time series that are composed of a stationary and a random walk 
component.8 Cochrane (1988) presented evidence of a significant degree of trend reversion in 
output, but it only occurs over a time horizon of many years. He argues that parsimonious 
time series models attach too much weight to short-term dynamics and too little weight to 
long-term dynamics, so that they incorrectly measure the variability of long-term growth. 
Hence, the low-order ARMA approach of Campbell and Mankiw (1987) and the unobserved 
components approach of Nelson and Plosser (1982) cannot match the short-run dynamics and 
the small random walk component in the long-run dynamics at the same time. Faced with the 
choice, they capture the short-run dynamics and incorrectly imply large random walk 
components. In essence, he shows that GDP growth is positively autocorrelated at short lags, 
but there are many small negative autocorrelations at long lags. 
 
In contrast, using fractionally integrated ARMA models that introduce persistence, Diebold 
and Rudebusch (1989) found evidence of long memory, which induces persistence, though 
this long memory need not be associated with a unit root. 9 Likewise, introducing a new 
approach to hypothesis testing in time series regression with a unit root, Perron (1988) 

 
7 See Darné (2009) for the literature on biases in unit root tests due to structural break.  

8 Cochrane (1988) established that the variance ratio (variance of cumulative growth over a horizon of many 
years divided by variance of 1-year growth) for a long time series of US GDP was only one-third.  

9 Diebold and Rudebusch (1989) suggested that the rate of convergence of output to trend is very slow –
potentially decades – raising questions about the wisdom of treating output as returning to trend within the two- 
to five-year range commonly used by policy-making institutions and businesses for their forecasts. 
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confirmed the conclusions reached by Nelson and Plosser (1982). It appears, indeed, that the 
nonstationarity of most macroeconomic variables is best construed as stochastic rather than 
deterministic. 

This debate on trend and difference stationarity was important in the context of several 
debates. For instance, unlike Nelson and Plosser (1982), Campbell and Mankiw (1987) 
directed attention away from the question of the existence of a unit root in real GDP, and 
towards the question of its quantitative importance for GDP (persistence). Similarly, Diebold 
and Senhadji (1996) pointed out that the distinction between trend stationarity might not be 
critical if one wants a broad gauge of the persistence in aggregate output dynamics, although 
the distinction becomes potentially important in other contexts, such as economic forecasting. 
Trend- and difference stationary models may imply very different dynamics and hence 
different point forecasts, as also argued by Stock and Watson (1988) and Campbell and 
Perron (1991). 

Taking a more pragmatic approach to the debate, Christiano and Eichenbaum (1990), argued 
that the data simply do not discriminate between the trend stationary and the difference 
stationary views of U.S. real GDP. Given the nature of the difference between these two 
types of stochastic processes, any argument in favor of one or the other necessarily relies on 
strong identifying restrictions about which economic theory has nothing to say. This led them 
to say that “we don’t know” if there is a unit root and “we don’t care.” Diebold and Senhadji 
(1996) disagreed with this conclusion. Their view was that U.S. aggregate output was not 
likely to be difference-stationary: the dominant autoregressive root was likely close to, but 
less than, unity. They argued that “even for the famously recalcitrant aggregate output series, 
unit-root tests over long spans can be informative, and they may be important for point 
forecasting, among other things.” Hence, they find the “uncritical repetition of the ‘we don't 
know, and we don't care’ mantra is just as scientifically irresponsible as blind adoption of the 
view that ‘all macroeconomic series are difference-stationary,’ or the view that ‘all 
macroeconomic series are trend-stationary.’ Similarly, but more recently, Cushman (2016) 
argues that testing for unit roots matters. His view is that the hypothesis of a unit root in U.S. 
real GDP after World War II cannot be rejected, once the issues of individual and multiple-
test size distortion are dealt with. Since interest in unit root models and forecasting has often 
centered on whether or not recoveries from recessions would be robust, involving rebounds, 
he finds that models with unit roots forecast better over the postwar period than trend 
stationary models. This is particularly true for forecasts of recoveries from seven postwar 
recessions.  

D.   Cross-country evidence on persistence of fluctuations  

Most of the literature discussed above was tested on data from the United States and focused 
on the debate on whether or not there is a unit root. Many papers also produced results from 
other countries that resulted in a wide agreement that shocks are indeed very persistent. 
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Cogley (1990) extended the methodology of Cochrane (1988) to nine OECD countries over 
the period 1871-1985. Using variance ratios to measure the relative stability of long-term 
growth, he showed that for other countries the average variance ratio was larger than the US 
(1.16, as compared with Cochrane (1988)'s estimate of one-third for the US). Hence, relative 
to the United States, most countries have more variable dynamics at low frequencies. 
 
Cerra and Saxena (2005a) was the first study to provide evidence on the permanent impact of 
all types of shocks on the levels of GDP for a large sample of 192 countries. These results 
remain robust to specifications, sample size, and country coverage. Similarly, with more 
updated data, Cerra, Panizza, and Saxena (2013) and Cerra and Saxena (2017) provided 
robust evidence on the permanent impact of all shocks on the levels of GDP for 192 
countries.  
 
Blanchard, Cerutti and Summers (2015) found that a high proportion of recessions (roughly 
two-thirds) have been followed by lower output (hysteresis) or even lower growth (super-
hysteresis).10 They found a high incidence of hysteresis (at around 63 percent) even for 
recessions plausibly induced by intentional disinflations, indicating that even demand shocks 
could affect output permanently. 

Haltmaier (2013) studied both advanced and emerging markets to explicitly show that the 
depth of a recession has a significant effect on the loss of potential for advanced countries. In 
the case of emerging markets, the length of the recessionary episode seemed to matter.11 

E.   Persistence after financial crises and deep recessions 

A strand of the literature focused on the analysis of persistence in large crises, in particular 
those that involved significant financial disruption. The advantage of this analysis is that 
identification of both the shocks and their dynamics can be sharper given the large magnitude 
of output loss associated with crisis events. In addition, results are not as dependent on long-
horizon or asymptotic assumptions as with the earlier literature on the property of US GDP 
dynamics. 
 
Cerra and Saxena (2005b) studied the impact of the Asian crisis on output in a set of six 
Asian countries. Using a regime-switching approach that introduces two state variables to 
decompose recessions into permanent and temporary components, they find evidence of 
permanent losses in the levels of output in all of the countries, even though growth recovered 

 
10 Blanchard, Cerutti and Summers (2015) build on the work of Martin, Munyan and Wilson (2015), but 
recognize their contribution is in using a slightly different methodology, looking at the effect of recessions 
conditional on different types of shocks, and in the interpretation of the results. They rely on a non-parametric 
method, focused on recessions rather than on fluctuations more generally.  

11 Haltmaier (2013) calculates trend output using HP filters, and average growth is compared for the two years 
preceding a recession, the two years immediately following a recession peak, and the two years after that. She 
acknowledges the concerns with using an HP filter, but nonetheless employs it to assemble larger dataset. 
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fairly quickly after the crisis. They find a similar permanent loss in output for Sweden in the 
aftermath of its banking crisis (Cerra and Saxena (2005c)). 
 
Cerra and Saxena (2008) likewise find the persistent loss in output from both financial and 
political crises. In a sample of 190 countries, they find output falls relative to a baseline and 
remains permanently lower following financial and political crises. On average, the 
magnitude of the persistent loss in output is about 5 percent for balance of payments crises, 
10 percent for banking crises, and 15 percent for twin crises.12 
 
Analyzing the properties of and linkages between business and financial cycles for 44 
countries, 21 advanced OECD countries (1960–2010) and 23 emerging market countries 
(1978–2010), Claessens, Kose and Terrones (2012) find that recessions associated with 
financial disruption episodes, notably house and equity price busts, are often longer and 
deeper than other recessions. Conversely, recoveries following asset price busts tend to be 
weaker, while recoveries associated with rapid growth in credit and house prices are 
generally stronger.  
 
Using a long time series (1870 to 2008) and 14 advanced countries, Jordà, Schularick, and 
Taylor (2011) document that  relative to typical recessions, financial crisis recessions are 
costlier, and more credit-intensive expansions tend to be followed by deeper recessions (in 
financial crises or otherwise) and slower recoveries. 13 

Reinhart and Rogoff (2014) examine the evolution of real per capita GDP around 100 
systemic banking crises and found that a significant part of the costs of these crises lies in the 
protracted and halting nature of the recovery. On average it takes about eight years to reach 
the pre-crisis level of income; the median is about 6.5 years. In a sample that covers 63 crises 
in advanced economies and 37 in larger emerging markets, more than 40 percent of the post-
crisis episodes experienced double dips. 
 
Ball (2014) estimates the long-term effects of the global financial recession of 2008–2009 on 
output in 23 countries. He measures these effects by comparing current estimates of potential 
output from the OECD and IMF to the path that potential was following in 2007, according to 
estimates at the time. The average loss, weighted by economy size, is 8.4 percent. Most 
countries have experienced strong hysteresis effects: shortfalls of actual output from pre-
recession trends have reduced potential output almost one-for-one. In the hardest-hit 
economies, the current growth rate of potential is depressed, implying that the extent of lost 
potential is growing over time. 

 
12 Building on this work, International Monetary Fund (2009) finds that for a broad sample of countries the path 
of output trend is depressed substantially and persistently following banking crises, with no rebound on average 
to the pre-crisis trend over the medium term, even as growth returns to pre-crisis rate. 

13 This is at odds with Claessens, Kose and Terrones (2012) who find that length and duration of recessions are 
not affected by credit.  
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F.   Persistence, sources of shocks and mechanisms  

The analysis of the source of shocks has been a recurrent theme in the empirical business 
cycle literature. Not only is it relevant for understanding the forces driving economic 
fluctuations but, in addition, the identification of sources of shocks is needed to inform the 
optimal policy response. Under the conventional framework, temporary demand-driven 
cyclical fluctuations required expansionary policies while supply-driven fluctuations required 
structural reforms.  

Based on the dominant traditional view of cycle and trend separation, Blanchard and Quah 
(1989) introduced a decomposition that became the basis of much subsequent research on 
identification of sources of shocks. Blanchard and Quah (1989) assumed that supply and 
demand disturbances were uncorrelated with each other and that only supply-side 
disturbances had a long-term impact on output, while demand shocks did not. Both types of 
shocks affected unemployment temporarily but not permanently (i.e. unemployment is a 
stationary variable). These assumptions are sufficient to just identify the two types of 
disturbances, and their dynamic effects on output and unemployment.14  

But models with hysteresis emphasize that all type of shocks have a persistent impact on 
output, especially those associated with crises and severe recessions, invalidating the 
Blanchard and Quah (1989) identification strategy. Because of this, the focus on the 
empirical literature on hysteresis has been on identifying and measuring the mechanisms 
through which recessions persistently reduce output or even lower long-term GDP growth. 
Are the long-term scars coming from the labor market or via lower capital accumulation or 
TFP? We now delve into the evidence for each of these potential channels. 

G.   Scars in the labor market 

The label hysteresis was possibly used for the first time in the context of labor markets. Clark 
(1989) used the term to refer to the experience of European labor market during the 1970s 
and 1980s.  

Labor markets and in particular unemployment rates had always been central to the 
description of business cycles. In this context, fluctuations were seen as variations in the 

 
14 King et al. (1987) identify the permanent component in output by assuming that it is also the permanent 
component in consumption and investment and find that about 60 to 80 percent of the movements in output at 
the two- to four- year horizon are explained by movements in permanent component. On the other hand, in a 
VAR framework for GDP and consumption, Cochrane (1994) finds a statistically and economically important 
transitory component in GDP. For instance, transitory shocks account for an estimated 70-80 percent of variance 
of GDP growth. 
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degree of economic slack and unemployment rates were the most obvious indicator of that 
slack, as formalized by the Phillips curve.15  

In the case of the US labor market, the behavior of unemployment fit rather well the 
traditional business cycle model where temporary variations in the number of unemployed 
workers provided a good representation of the cyclical state of the economy. Unemployment 
increases sharply in recessions and declines in recoveries returning to its natural level. While 
there were and there still are discussions about the concept of a stable natural rate of 
unemployment, its estimates have remained within a narrow range.  

The European experience was however very different. Blanchard and Summers (1986) 
started with the observation that European unemployment rates had remained significantly 
elevated after the economic crises of the 1970s, in a way that the normal macroeconomic or 
labor market frictions could not explain and they referred to these dynamics as hysteresis.16 
They also suggested that the degree of hysteresis in the labor market was probably larger than 
what was indicated by sticky unemployment rates as they found that participation rates or 
number of hours worked had also been affected and showed similar persistence.  

Blanchard and Summers (1986) argued that temporary increases in unemployment could lead 
to increases in the NAIRU (non-accelerating inflation rate of unemployment). Once growth 
returned and unemployment declined, inflationary tensions would now appear at a level of 
unemployment higher than before. This higher NAIRU meant that policy makers needed to 
stop any additional demand stimulus otherwise they would be running into higher inflation 
despite the historically high unemployment rates. 

How long was this horizon of higher unemployment rates? While in their formal definition of 
hysteresis, Blanchard and Summers (1986) had used the notion of a non-stationary series and 
permanent effects, in their text they admitted that it might just be about very persistent but 
not quite permanent changes in unemployment.17 The years that followed their work provided 
support for this view of high persistent but not permanent changes in unemployment. 
European unemployment indeed declined and returned towards levels that were much lower 
than when their original paper was written (see Bean (1994) or O’Shaughnessy (2011) for an 
analysis of those years). The result of high persistence has been later confirmed by many 
other papers as Cerra and Saxena (2000), Bluedorn and Leigh (2019) or Bluedorn and Leigh 
(2018). 

 
15 Of course, unemployment rates do not need to be a comprehensive measure of labor market slack. 
Employment rates, that also take into consideration movements in labor force participation, can be better 
indicators in some circumstances (Murphy and Topel (1997) or Nickell (1997)). 

16 Similar observations about the persistence of labor market outcomes had been made earlier by, among others,  
Clark and Summers (1982) or Ellwood (1982). 

17 They refer to a loose definition of hysteresis “where the degree of dependence on the past is very high, where 
the sum of coefficients is close but not necessarily equal to 1.” 
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Why is unemployment so persistent? Blanchard and Summers (1986) emphasized theories 
based on an insider-outsider model of the labor market. These theories can generate structural 
unemployment, but they can also interact with a succession of adverse shocks to generate the 
observed persistence. Because of this interaction, early expansionary macroeconomic policies 
could have reduced European unemployment in those years. 

There are several other alternative mechanisms suggested in the literature to generate 
hysteresis in labor markets. For example, unemployment can interact with the design of 
institutions which then provides a mechanism for unemployment to stay higher (Di Tella and 
MacCulloch (2006)). And there are also many models and evidence in the microeconomics 
labor literature supporting the view that either employment levels, skill levels or wages can 
react persistently to the business cycle. Topel (1990), Ruhm (1991), Von Wachter and 
Bender (2006), Davis and Von Wachter (2011), Kahn (2010) all present evidence of 
persistent effects of job losses or the timing of entry into the labor market on earnings or 
unemployment spells. Yagan (2018), Rinz (2019) also discuss similar evidence in the context 
of the great recession. Saez et al. (2019) present evidence of persistent effects of changes in 
tax policies that affect labor demand. While many of these papers discuss the negative effects 
of job losses, there is also evidence of positive effects of a tight labor market as in Hotchkiss 
and Moore (2018). 

H.   Scars in capital accumulation, R&D and innovation 

The development of endogenous-growth theory created a straightforward link between 
temporary shocks and persistence that did not involve the labor market. As long as temporary 
shocks affected the long-term engine of growth, their effect would become permanent.  

There was a variety of endogenous growth models, each of them relying on a different set of 
variables in order to understand long term growth. Potentially, each of these variables could 
be a valid empirical channel to test for hysteresis by studying the persistence and possibly 
permanent effects of temporary shocks. Persistence could be the outcome of changes in 
capital accumulation (as emphasized in King, Plosser, and Rebelo (1988), King and Rebelo 
(1988) or Fatás (2000b)), or maybe learning by doing, human capital, R&D or knowledge 
accumulation (Stadler (1986) and Stadler (1990) Stiglitz (1993) or Fatás (2000a)). In all these 
papers the key factor is the procyclicality of the long-term source of growth. 

Fatás (2000a) presents indirect empirical evidence supporting these mechanisms by showing 
that long-term growth rates are correlated with measures of persistence. This is consistent 
with any model where the growth engine stops during recessions. Under certain assumptions, 
countries with faster growth rates are more likely to show permanent scars than countries that 
are growing at slower rates because they have more to lose (given the higher steady-state 
growth rates).  
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More detailed evidence can be found by studying the procyclicality of specific variables that 
drive growth, such as investment or R&D. There is plenty of evidence that R&D 
expenditures are procyclical as in Fatás (2000a), Barlevy (2007) or Anzoategui et al. (2019). 

In a similar vein, Haltmaier (2013) and Reifschneider et al. (2015) present evidence of how 
cyclical variations in total factor productivity can explain persistence. And possible factors in 
reducing TFP include a decrease in the formation of businesses with new technologies 
(Haltiwanger, Jarmin and Miranda (2013), Reifschneider et al. (2015)) or overaccumulation 
of capital during expansions (Beaudry, Galizia and Portier (2017)).  

The role that financial conditions play as a source of low investment or innovation during 
recessions is also highlighted in several papers. Aghion et al. (2012) or Ouyang (2011) 
showed that the procyclicality of R&D is connected to financial constraints. In a similar vein, 
Duval, Hong, and Timmer (2019) used a rich cross-country firm level data, exploiting 
variation in preexisting exposure to the 2008 global financial crisis to study the post-crisis 
productivity slowdown. They find that firms with weaker pre-crisis balance sheets 
experienced a highly persistent decline in post-crisis total factor productivity growth relative 
to their less vulnerable counterparts, accounting for about one-third of the within-firm 
productivity slowdown. The financially fragile firms cut back on innovation activities, one 
channel through which financial frictions weakened post-crisis productivity growth. They 
show that firms with preexisting balance sheet vulnerabilities cut back on intangible 
investment more than their less vulnerable counterparts after the crisis, and that this 
divergence was larger in countries where credit conditions tightened more during Lehman. 
When they study the effect of financial vulnerabilities on innovation outcomes, using a newly 
available cross-country firm-level database for patents, they find that more vulnerable firms 
had a stronger reduction in the number of patent applications compared to less vulnerable 
firms.18 

Jordà, Schularick, and Taylor (2011) also support the idea that financial factors play an 
important role in the modern business cycle. Increased leverage raises the vulnerability of 
economies to shocks; procyclical prices can lead to debt-deflation pressures; rising leverage 
can lead to more pronounced confidence shocks and expectational swings; financial 
accelerator effects are also likely to be stronger when balance sheets are large. Such effects 
could be more pronounced in a systemic crisis, due to banking failures, asset price declines, 
and expectational shifts that are better “coordinated.” Claessens et al. (2012) find that the 
developments in housing markets are also important in shaping the length and magnitude of 
cyclical outcomes.  

 
18 Although Sedgley, Burger and Tan (2019) results suggest that the cyclicality of R&D expenditures is fairly 
symmetric and cannot fully be explained by financial constraints or conditions. 
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More recently, Bianchi, Comin, et al. (2019) and Jordà, Singh, and Taylor (2020) provide 
evidence on the role of several potential mechanisms to explain the persistence of the Great 
Recession in a large panel of countries and years respectively. 

I.   The role of economic policy   

The evidence we have presented so far supports the view that fluctuations are persistent. In 
addition, we have provided empirical insights on the mechanisms through which persistence 
happens. But what are the sources of shocks that are causing this persistence? And how do 
we distinguish between the hypothesis that the shocks themselves are persistent (as in RBC 
models) from the existence of hysteresis coming from a variety of sources?  

If hysteresis is relevant, we should see any shock, even those that are temporary in nature, 
producing persistent or permanent effects. To provide supporting evidence on this hypothesis 
there are two avenues. One is to study specific episodes of large fluctuations (such as the 
Great Recession or financial and banking crisis). We have already reviewed the empirical 
evidence on these events and showed that, indeed, they have generated very persistent 
changes in output. But deep recessions associated with financial crises do not span the full 
range of output fluctuations or shocks. 

The second approach is to identify specific shocks, in particular demand shocks that are 
supposed to be temporary in nature. The natural candidates are policy shocks, in particular 
monetary and fiscal policy. Using a non-parametric approach, Blanchard et al. (2015) 
identified 122 recessions for 23 advanced economies and measured their persistence as 
deviations from pre-crisis trends. Between 70 and 80 percent of these recessions display an 
“unambiguous” persistent gap relative to those trends. Each of these recessions was then 
characterized by whether or not “demand” shocks were likely responsible for them. The 
authors concluded that recessions associated with demand shocks are almost as likely to 
entail a sustained gap with the pre-recession trend as other shocks, indicative of hysteresis. 

Jordà, Singh, and Taylor (2020) provided detailed analysis of the persistence of monetary 
policy shocks. Using a long panel data of 125 years and 17 countries with a local projections 
instrumental variable technique, they showed robust and consistent persistent effects of 
monetary policy shocks. They also exploited the exogenous variation in monetary policy 
from external monetary shocks for countries with fixed exchange rates and open capital 
accounts. According to the traditional monetary policy trilemma, domestic monetary policy 
in these countries must be driven by foreign monetary policy. Using this identifying 
assumption, they showed that exogenous monetary policy has a long-term impact on output. 
A one percentage point increase in domestic interest rates leads to a 6 percentage point 
decline in GDP over 12 years in the full sample from 1890, and a more muted decline of 
about 2.5 percent in the sample since WWII. The effects seem to be driven by a combination 
of slow capital accumulation and lower growth of TFP.  
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Fatás and Summers (2018) present evidence on the permanent effects of fiscal policy shocks 
by focusing on the fiscal consolidations that took place among some advanced economies 
after the Great Recession. Using the methodology developed by Blanchard and Leigh (2013) 
to identify fiscal policy shocks and measure multipliers, they conclude that countries that 
implemented larger fiscal policy consolidations saw much larger persistent effects on GDP. 
These effects are still present in the most recent GDP data (7 years after the policies were 
implemented) and they are also reflected in current estimates of potential GDP, signaling that 
they are likely to be permanent effects. Gechert, Horn and Paetz (2019) provide additional 
evidence confirming these findings. 

When we think about policy, we do not just think about shocks, but also about the ability of 
fiscal and monetary policy to smooth out fluctuations. In the presence of hysteresis, the 
benefits of such policies could be significantly larger as they can minimize the long-term 
scars of recessions. Econometrically, measuring the effects of endogenous monetary policy is 
always more challenging than measuring the effects of identified exogenous shifts in policy 
(Bernanke et al. (1997)).  

Cerra, Panizza, and Saxena (2013) show that macroeconomic policies can influence the speed 
of economic recovery, helping to recover some of the lost ground from recessions and 
financial crises. Monetary and fiscal stimulus, real depreciation, foreign aid and more flexible 
exchange rate regimes can spur a rebound. In advanced countries suffering from recessions 
associated with banking crises, fiscal policy is particularly effective in boosting growth 
during the recovery. This is consistent with the earlier findings of International Monetary 
Fund (2009): the medium-term output loss after recessions is not inevitable – economies that 
apply countercyclical fiscal and monetary stimulus in the short run to cushion the downturn 
after a crisis tend to have smaller output losses over the medium run.  

Reifschneider, Wascher, and Wilcox (2015) support the view that the damage from the recent 
crisis can be seen as the outcome of the endogenous effects on growth coming from weak 
cyclical conditions. Via a calibration of the modified FRB/US model that includes hysteresis, 
they also show that more aggressive policies would have reduced the size of these effects 
although they are cautious in their policy recommendation because of the potential effects of 
more aggressive policies on financial stability.  

These effects can also be relevant to think about optimal policy outside of recessionary 
periods. Policymakers can somehow create a high-pressure economy to generate positive 
hysteresis effects. Procyclical investment could increase the capital stock; plentiful job 
opportunities could increase workers’ attachment to the labor force; and so on. Ball, Mankiw, 
and Nordhaus (1999) and  Ball (2009) provide evidence that hysteresis in the unemployment 
rate also works in good times; in the United Kingdom, for example, economic booms in the 
late 1980s and 1990s reduced the natural rate of unemployment. Today, a strong expansion 
could push employment and potential output back toward their pre-crisis paths. Failing that, 
the expansion might at least reverse declines in the growth rate of potential, so the damage 
from the Great Recession does not continue to grow. 
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Some researchers are less optimistic about the reversibility of hysteresis effects. For example, 
Reifschneider et al. (2015) provide an asymmetric view by suggesting that while a recession 
can cause a persistent fall in labor force participation and rise in unemployment, the 
expansion that follows might not have the opposite effects. This asymmetry can also be 
present when we think about capital accumulation or innovation. It might not be obvious for 
policy makers to engineer an environment that generates above-normal rates of innovation to 
compensate for what is lost during recessions. If these views are correct, then macroeconomic 
policymakers might not easily be able to repair the long-term damage from recessions.19  

IV.   THEORY 

As described in Section II, the view of the economic cycle as distinct from the long-term 
trend was underpinned by two main types of theoretical models: real business cycle models 
set in a neoclassical growth framework of Solow (1956) and Swan (1956), and New 
Keynesian models with sticky prices. Neither of these theoretical frameworks incorporated 
the possibility of hysteresis in which temporary demand shocks and the non-technological 
state of the economy can impact the long-run level of output. This section discusses the shift 
in theoretical paradigm from the standard RBC and New Keynesian models toward 
hysteresis-generating models. These new models can be broadly grouped into: (i) various 
types of endogenous growth models, (ii) models with multiple equilibria linked to future 
expectations, and (iii) models in which a non-linearity or boundary condition leads to a 
stagnation trap that is highly persistent or permanent. 
 

A.   Traditional theory of business cycles without hysteresis 

 
A prototypical RBC model has an aggregate production function of the general form: 
  

𝑌" = 𝐴"	𝑓(𝐾", 𝐿") 
 
where 𝐴"	is the level technology that follows an exogenous stochastic process summarized by 
  

𝐴",- = 𝑐 + 𝜌𝐴" + 𝑒",-. 
 
The model assumes diminishing marginal products of physical capital and labor, 𝐾" and 𝐿", 
respectively. In this framework, capital is the only factor that can be accumulated but 
diminishing returns assure convergence to a steady state level of capital regardless of initial 
conditions (Johnson and Papageorgiou (forthcoming)). The only source of growth in the 
steady state derives from exogenous technological advancement.  
 

 
19Jaimovich and Siu (2012) show evidence for jobless recoveries driven by job polarization, i.e., shrinking 
concentration of employment in occupations in the middle of the skill distribution.  
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When the parameter 𝜌 is set well below one, these models cannot explain the persistent 
behavior of output during and after economic crises because technology shocks are 
temporary with short-term dynamics, and output returns to its pre-crisis trend. RBC models 
that set the parameter 𝜌 at 1 allow for permanent shifts in trend GDP via permanent shocks to 
the exogenous productivity process.20  
 
Conceptually, the idea of permanent technology shocks remains controversial. While it is 
natural for some, for others this logic merely assumes rather than explains the behavior of 
output. For example, the idea that the large persistent decline in output associated with the 
Great Recession is due to a coincidental exogenous decline in technological knowledge does 
not sound plausible to some. While there is evidence of a decline in productivity starting well 
before 2007 (at least in the US economy, see Fernald et al. (2017)), there is no observable 
sudden lapse in aggregate knowledge or innovation during that time. And, as we have 
discussed in Section III, there is abundant evidence about the effects that financial stress has 
had on variables that drive growth (such as investment) and therefore can be responsible for 
the severe output loss in the Great Recession and other similar episodes. 
 
New Keynesian models are set in an environment of monopolistic competition in which each 
producer 𝑖 of a differentiated good faces a demand curve 
  

𝑌3" = 𝑓(𝑃3" 𝑃"⁄ )𝑌" 
 
which is increasing in aggregate income 𝑌"	and decreasing in the relative price, 𝑃3" 𝑃"⁄ . The 
assumption that a fraction of either the firms or the workers cannot immediately adjust their 
prices or wages leads to a nominal rigidity. This allows scope for demand policies (e.g. 
monetary and fiscal policy) to impact output as prices and/or wages do not fully adjust on 
impact. Each firm can set its price optimally, for example on a staggered basis, following 
Calvo (1983). Alternatively, workers or labor unions of industries representing subsets of 
workers may set wages on a staggered basis.  
 
These New Keynesian models abstract from the determination of the long-run level of output, 
so they do not, in isolation of other theoretical components, produce hysteresis.  It is true that 
demand, either shocks or policy responses, affect output, but only temporarily. Fluctuations 
are seen as short-run deviations of output from its long-term exogenous trend.  
 

B.   Endogenous growth models and hysteresis 

Starting in the 1980s, a series of papers developed models in which economic growth is 
determined by endogenous economic forces. These models incorporate endogenous 
productivity mechanisms into real and/or monetary models in line with the empirical 
evidence that productivity creation and adoption are strongly correlated with economic 

 
20 An alternative to generate persistence, at least for some large shocks is to allow for an arbitrary large 
structural break. 
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activity. This literature creates linkages between cyclical conditions and growth, thereby 
generating channels for hysteresis. Temporary shocks, including from demand-side policies, 
can permanently impact the level of output.  
 
The endogenous growth literature can be broadly grouped into versions of (1) learning by 
doing (LBD) models, (2) Romer (1986) “AK” models, and (3) R&D models (mostly of 
expanding varieties).  
 
Lucas (1988) drawing on Uzawa (1965) and the empirical evidence from Arrow (1962), 
added the accumulation of human capital, H, as a factor supporting economic growth 
 

𝑌" = 𝐴"	𝑓(𝐾", 𝐻", 𝐿") 
 
Learning by doing happens as a by-product of the production process or, alternatively, 
through investment in education where 𝐻",- = 𝑔(𝐻"). The production and learning functions 
exhibit constant returns to scale in the factors, K and H, that can be accumulated. This linear 
homogeneous property is essential for endogenous growth. 
 
Romer (1986) assumed that the stock of knowledge is related to increases in physical capital, 
with a spillover of technical knowledge at the industry level. While an individual firm faces 
diminishing returns to its own capital (𝑘3)	its production level benefits from the aggregate 
stock of knowledge (𝐾): 
 

𝑌3 = 𝐴𝑘39𝐿3-:9𝐾; 
 
This model displays increasing returns if a+h>1. In the special case that a+h=1 and 
normalizing aggregate labor L=1, aggregate output depends linearly on total physical capital: 
 

𝑌 = 𝐴𝐾 
 
giving rise to the nomenclature “AK” model.  
 
A third category of endogenous growth models derives from consideration of an R&D sector 
devoted to innovation, based on seminal contributions from Romer (1990), Aghion and 
Howitt (1992), and Grossman and Helpman (1991). Firms in the R&D sector make explicit 
business decisions to invest in producing new varieties of intermediate goods: 
 

𝑍",- = 𝑍"𝑔(𝐽") 
 
where 𝑍" is the stock of endogenous technologies and 𝐽" is the R&D investment flow in time 
𝑡. Firms that successfully innovate a new intermediate product are assumed to obtain 
monopoly rights for some time, with the expected return of monopoly rights covering the 
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investment cost in equilibrium. Final output is produced by labor and a continuum of 
intermediate products:  

𝑌 = 	𝐿-:9 ? 𝑥(𝑗)9𝑑𝑗
C

D

 

 
where 𝑥(𝑗) is the input of intermediate product 𝑗.  
 
The vast majority of hysteresis-generating models fall into one of these endogenous growth 
categories and feature various types of demand shocks (e.g., liquidity demand, debt 
financing, equity financing, monetary and fiscal policy) rather than technology shocks. In 
order to generate hysteresis, they need to establish a link between the endogenous growth 
engine (R&D, learning by doing or capital accumulation) and the cyclical state of the 
economy (e.g. output, employment, output gap, credit availability).  
 
We now review some of the models that establish this connection. To highlight similarities 
across all these models, we convert the notation in the original literature to the following 
consistent set of notation: exogenous technology (𝐴); human capital or knowledge capital 
(𝐻); physical capital (𝐾); the stock of endogenous technologies that have been innovated (𝑍); 
adopted technologies (𝑋); intermediate goods (𝑀); labor supply (𝐿); final output (𝑌); 
investment flow in physical capital (𝐼); investment flow in R&D (𝐽); and capital utilization 
(𝑈). 
 
King, Plosser, and Rebelo (1988) incorporate endogenous growth to an otherwise standard 
real business cycle model. They follow Rebelo (1991), which extends Lucas (1988) to 
include both physical and human capital. The production functions of final goods and human 
capital both have linear homogeneous technologies in physical and human capital, permitting 
ongoing growth.  
 

𝑌" = 𝑓(𝐾"I𝐻"-:I, … ) 
 

𝐻",- = 𝑔(𝐾"K𝐻"-:K, … ) 
 
Adding endogenous growth has profound implications for the cycle-trend decomposition in 
these models. Shocks to either production technology now lead to permanent effects on the 
levels of variables such as output and consumption. By endogenizing growth, temporary 
macroeconomic events can generate shifts in trends.  
 
Stadler (1990) goes beyond the standard RBC model in order to compare the properties of 
real and monetary business cycle models with and without endogenous technological change. 
He presents a general framework that includes endogenous and exogenous technology on the 
production side, and one-period sticky wages with a stochastic money growth rule on the 
nominal side of the economy. Aggregate demand is given by the quantity theory of money, 
𝑌 = 𝑀/𝑃, and the money supply evolves as a random walk with drift. The supply side is 
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characterized by endogenous accumulated technical knowledge, labor, and both temporary 
and permanent shocks to exogenous technology. Learning is a by-product of the output 
process that depends on aggregate employment and labor productivity. Using our notation 
 

𝑌" = 𝑓(𝐿", 𝐻", 𝐴") 
 

𝐻",- = 𝐻"𝑔(𝐿", 𝑌" 𝐿"⁄ ) 
 
In the general model, output depends on the level of technical knowledge, temporary and 
permanent shocks to the exogenous technology, and the unanticipated component of money 
supply. This general model nests several sub-models: (1) In a pure RBC model with 
exogenous technology (no learning) and constant money (and constant H): output and the 
price level are impacted only by the exogenous shocks. Output can be non-stationary only if 
there are permanent shocks to exogenous technology, as in the typical RBC model. (2) In a 
hybrid monetary and real model without endogenous technology: the impact on output of any 
temporary monetary or real shock dies out. Money is neutral in the long-run and only 
permanent technology shocks can impact output permanently.21 (3) In a pure monetary model 
with endogenous learning but no exogenous technology shocks: an unexpected money supply 
shock raises output, which then leads to learning by doing and permanently higher output. In 
fact, the endogenous learning acts as a propagation mechanism that amplifies the impact of 
the money shock over time. Monetary policy now displays hysteresis. (4) In a model with 
learning but also exogenous shocks: a temporary shock to exogenous technology can also 
have a permanent effect on output because the temporary rise in output leads to higher 
growth in knowledge, as in King, Plosser, and Rebelo (1988). In other words, the learning-
by-doing mechanism generates permanent impacts of both temporary demand and temporary 
supply shocks. 
 
A wave of recent theoretical work builds on the endogenous growth framework to 
incorporate roles for demand shocks that can generate hysteresis. We describe the features 
and findings of key contributions to this recent literature, which spans analysis of endogenous 
R&D, macroeconomic policy, and financial frictions. Although the papers include rich 
modeling of theoretical economic structures, we focus our mathematical description on the 
modeling components that drive hysteresis: namely, production functions that are linear 
homogenous in factors that can be accumulated and productivity accumulation that depends 
on cyclical or demand-side factors.  
 
Comin and Gertler (2006) model the volatility and persistence of high- and medium 
frequency variation in economic data. They emphasize that conventional detrending methods 
used in business cycle analysis sweep longer-term oscillations into the trend, thereby 

 
21 However, if technology depreciates, then even permanent exogenous technology shocks would dissipate and 
lead to stationary output processes. 
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removing them from analysis. Their analysis finds that TFP, including both disembodied and 
embodied technological change, is strongly procyclical over the medium term, demonstrating 
that the supply and demand sides of the economy are correlated. Likewise, Comin (2009) 
notes that standard RBC models match the persistence of economic activity by imposing 
persistence in exogenous technological shocks or through exogenous diffusion of technology 
(Rotemberg (2003)). However, the paper finds that the speed of technological diffusion is 
strongly correlated with the medium-term business cycle.  
 
Motivated by these empirical findings, Comin and Gertler (2006) and Comin (2009) modify 
the conventional business cycle framework to integrate growth and business cycles through 
endogenous productivity growth, similar to Romer (1990). Procyclical entry or exit of final 
goods producers induce countercyclical movements in their markups. Meanwhile, 
endogenous technology development and adoption modeled through the entry/exit of 
intermediate goods producers induce long procyclical swings in both embodied and 
disembodied productivity. Their model features an expanding variety of final goods 
producers and intermediate producers. Each differentiated final good producer uses capital, 
labor, variable capital utilization 𝑈3", and an intermediate good composite 𝑀3", where the 
composite aggregates the total stock of differentiated intermediate goods 𝑍",-.  
 

𝑌3" = 𝑓(𝑈3", 𝐾3", 𝐿3", 𝑀3") 

𝑀3" = 	M? 𝑀3"(𝑗)-/N𝑑𝑗
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The stock of differentiated intermediate goods increases through R&D (𝐽") and a productivity 
parameter that reflects aggregate conditions on the value of capital. 
 

𝑍",- = 𝑍"𝑓(𝐽", 𝑃"S𝐾") 
 
A fraction of created innovations is adopted. 
 

𝑋",- = 𝑋"𝑔(𝐿", 𝑍" − 𝑋") 
 
The model permits high-frequency nontechnological disturbances to have sustained effects 
on productivity over the medium term. The variation in mark-ups generates volatility in 
output, but also influence the pace of R&D and technological adoption. A recession 
compresses the demand for intermediate R&D goods and the value of firms conducting 
R&D. The value of adopted and non-adopted technologies declines and the return to R&D 
falls, leading to less R&D. Thus, technological advancement is endogenous and also 
procyclical. 
 
Anzoategui et al. (2019) find that a significant fraction of the post-Great Recession fall in 
productivity was an endogenous response to the liquidity demand shock. Using a model with 
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endogenous R&D creation through expanding varieties and a procyclical adoption of 
technology as in Comin and Gertler (2006) and Comin (2009), they find that liquidity 
demand shocks are the most important factor driving cyclical behavior, including during the 
Great Recession. The slowdown in productivity following the onset of the Great Recession 
mainly reflected an endogenous decline in the rate that technologies are incorporated in 
production, which was a result of the recession. They find a limited role for exogenous 
technology. Furthermore, the endogenous decline in TFP increased production costs (relative 
to trend), which partly counteracted the negative effect of the recession on inflation as in a 
traditional Phillips-curve effect. They argue that their model and analysis demonstrate the 
important impact that demand shocks have on the supply side over the medium term. 
 
Turning to macroeconomic policies, Vinci and Licandro (2019) include monetary policy in 
an AK endogenous growth model and show that the model reproduces economic data from 
the Great Recession well. The model features price markups, risk shocks, and a financial 
accelerator mechanism. An intermediate good is produced with a technology that includes a 
capital externality, as in Romer (1986): 
 

𝑌3" = 𝐴𝑘3"9𝑙3"-:9𝐾"
;. 

 
A shock to capital can move the economy to a lower trend. Monetary policy may be able to 
counteract the shock if the weight on output gap in the policy rule is high enough. However, a 
very deep recession could lead to a significant downward revision in potential output, 
prompting less monetary policy stimulus under the policy rule and therefore a weak recovery.  
 
Jordà, Singh, and Taylor (2020) find that monetary policy shocks have long-lasting effects on 
capital accumulation, TFP, and output, contrary to the tenet of long-run neutrality of money. 
They show that endogenous TFP growth can deliver this result in a theoretical model.  
They use a reduced form specification in which the output gap is positively correlated with 
the rate of TFP growth, where potential output (𝑌"W) is the flexible price level of output. 
 

𝑍",- = 𝑍"𝑓(𝐴", 𝑌" 𝑌"W⁄ ) 
 
The model is embedded in a New Keynesian model with sticky prices. An interest rate 
increase lowers current output, but the slowdown/recession reduces productivity growth 
(which is linked to the economic cycle) and thereby decreases the trend in output 
permanently. 
 
Engler and Tervala (2018) examine fiscal multipliers in a New Keynesian DSGE model with 
endogenous TFP through learning by doing. Their production function relies on productivity 
and labor. Skills increase because of learning by doing. In our notation 
 

𝑌3" = 𝐻3"𝐿3" 
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𝐻3",- = 𝐻3"
X𝑓(𝐿3") 

 
A higher level of employment leads to higher productivity growth through learning. If f=1, 
employment permanently shifts labor productivity. In the model, fiscal policy-driven changes 
in employment generate permanent increases in productivity and output. Hysteresis 
substantially increases the NPV fiscal output multipliers to 4.5 in the benchmark 
parameterization case from a value of 0.8 in the absence of hysteresis. Likewise, hysteresis 
leads to a positive welfare multiplier of fiscal policy. That is, even if fiscal spending has no 
direct utility value to consumers, a fiscal expansion leads to a permanent expansion of output. 
Each dollar of public spending leads to a welfare gain equivalent to 2.2 dollars of private 
consumption.  
 
The Global Financial Crisis, as well as other episodes of crises leading to severe recessions, 
demonstrate that the financial system contributes to economic fluctuations. In some cases, it 
constitutes a source of shocks. Financial frictions also affect the transmission of domestic and 
external shocks and may amplify them or impede a recovery. Indeed, as discussed in the 
section above on the empirical literature, financial crises have been associated with many of 
the most severe and prolonged recessions. Therefore, a strand of recent literature builds 
financial frictions into models with endogenous growth and productivity and uses the models 
to analyze economic behavior during the Great Recession and other financial crises. 
 
Bianchi, Kung and Morales (2019) examine the implications of debt versus equity financing 
frictions in an endogenous growth framework with R&D spillovers and nominal rigidities. 
The model includes two types of endogenous technologies, an aggregate stock of R&D 
knowledge capital and a utilization of technology. Each monopolistic intermediate good 
producer uses physical capital, labor, and total TFP comprised of exogenous technology, 
R&D knowledge capital, and technology utilization. 
 

𝑌" = (𝐴"𝑈"Y𝐻")-:I𝐾"I 
 
Knowledge capital depends on investment that is subject to convex adjustment costs. 
 

𝐻",- = 𝐻"𝑓(𝐽") 
 
There are spillovers of both types of endogenous technologies across firms and aggregate 
production and technology. The paper assumes only physical capital can be pledged as 
collateral for debt. They use the model to interpret the 2001 and 2008 recessions in the US. 
The Great Recession was associated with a sharp drop in the technology utilization rate while 
R&D knowledge was little affected. This corresponded to a severe financial crisis impacting 
debt capital markets. In contrast, the 2001 recession was due to the end of the IT boom of 
high-tech R&D firms that relied on equity financing.  
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Queralto (2019) presents evidence that banking crises precipitate an enormous persistent drop 
in R&D of 35 percent in a panel of 36 countries, as well as permanent declines in output (15 
percent), hours (7 percent), and productivity (8½ percent). Relative to pre-crisis trends, the 
Korean financial crisis of 1997 led to significant declines in GDP, employment, TFP, 
investment, consumption, and R&D. In his theoretical framework, the process of innovation 
in R&D sector is endogenous. TFP takes form of expanding variety of intermediate goods.  
 

𝑍",- = 𝑍"𝑓(𝑌", 𝐿"Z) 
 
The financial friction consists of a tightening of credit that lowers the pace of innovation. The 
financial accelerator operates as follows: a decline in bank net worth forces banks to reduce 
project lending; prices for entrepreneurs’ new and outstanding securities fall; this leads to a 
further decline in bank net worth. 
 
Guerron-Quintana and Jinnai (2014) model endogenous productivity in the form of creation 
of new intermediate goods and knowledge spillovers (Romer (1990)) and a financial friction 
in the liquidity of equity finance (Kiyotaki and Moore (2012)). The US financial crisis entails 
large shocks to financing conditions, but these recovered following the crisis. Their estimated 
model generates an economic and stock market boom following a favorable liquidity shock, 
and these temporary shocks shift the trend of output, in line with post-crisis US economic 
developments. Their counterfactual analysis shows that the US economy would have averted 
the Great Recession if there had been better financing conditions. 
 
Cerra, Hakamada, and Lama (forthcoming) show that long-term productivity losses following 
financial crises in a large sample of countries are strongly linked to investment losses and less 
so to lower R&D spending in the aftermath of the crisis. Based on these findings, they 
introduce technological improvement embodied in the purchase of new capital, which 
increases the effective quality of firms’ capital.  
 

𝑌" = 𝐴"(𝑍"𝐾")9(𝐿")-:9 
 

𝑍" = 𝜑𝑍":- + 𝜆𝐼" 
 
Thus, the effectiveness of capital increases as a by-product of investment, analogous to a 
LBD model in which the effectiveness of labor increases as a by-product of employment, and 
can spur ongoing growth if φ=1. A temporary adverse financial shock that raises the cost or 
lowers the volume of borrowing leads to a large decline in investment, which in turn 
depresses the acquisition of technology embodied in investment goods and thereby 
persistently lowers effective capital (often measured as a component of TFP) and output.  
 

C.   Expectations-driven multiple equilibria and non-linearities 

A second category of models that can generate hysteresis are those that involve multiple 
equilibria due to expectations. The models can take the form of self-fulfilling prophesies that 
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lead the economy to be stuck in a low output or low growth state. Some recent papers include 
the endogenous productivity mechanisms of the previous section while also linking current 
economic decisions with expectations of future economic outcomes.  
 
The third category of models in which the economy can be stuck at a low level of output or 
aggregate demand are those that feature a non-linearity or boundary restriction. The 
development literature has discussed poverty traps due to deficiencies in savings at low 
incomes that create non-linear savings functions in a Solow growth model, giving rise to 
multiple steady states. In macro, the most common non-linearity in the recent literature is the 
zero-lower bound on nominal interest rates, which constrains monetary policy and opens up 
the possibility of a liquidity trap. Many of the papers that feature a zero lower bound 
restriction also include self-fulfilling expectations as an element of the story, so this section 
jointly discusses these two themes.    
 
Farmer and Woodford (1997) show that a large set of stationary rational expectations 
equilibria exist in a business cycle model such as that of Lucas (1972) in which informational 
asymmetries are proposed as an explanation of the Phillips-curve correlation between 
inflation and output. The self-fulfilling character of expectations produce multiple equilibria. 
They also show that the intergenerational burden of alternative forms of government finance 
may be indeterminate. This gives rise to the possibility that expectations may be influenced 
by non-economic factors, such as social norms, or “animal spirits” or alternatively, justifies 
stabilization policy to pin down a unique equilibrium. 
 
Gunn and Johri (2011) show how expectations of future productivity can drive current 
demand and supply. Production is a function of knowledge capital (𝐻"), which accumulates 
as a by-product of employment in production, a form of learning-by-doing. 

 
𝑌" = 𝐴"𝑓(𝐿", 𝐾", 𝐻") 

 
𝐻",- = 𝑔(𝐻", 𝐿") 

 
Additional knowledge contributes to current output but also raises the marginal effectiveness 
of labor in future learning. The value of the firm and its equity price, V, depends on the stock 
of knowledge:   𝑉" = 𝑞"𝐻",- 
 
News about a future rise in exogenous productivity (𝐴",_) increases the value of the firm’s 
knowledge and leads to an immediate rise in employment and output, which induce a boom 
in consumption and investment. If expectations of future productivity do not materialize, 
there is a bust. Cycles are characterized by a boom in output, consumption, investment, and 
employment in advance of the expected rise in exogenous TFP. 
 
Benigno and Fornaro (2018) features expectations-driven investment (returns to innovation 
depend on future aggregate demand) that can generate multiple equilibria. The model consists 
of endogenous growth in the form of vertical innovation. Each innovator of a new quality of 
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intermediate input gains a patent and becomes a monopolist for the next period. The (future) 
profit depends on (future) aggregate demand and thus total employment. The value of 
innovation is the discounted value of future profits that depend on employment: 
 

𝑉"(𝑍") = 𝐸"𝑓(𝑃",-, 𝑍", 𝐿",-) 
 
There is a nominal wage rigidity, and a central bank with an interest rate rule aiming at 
stabilizing output by reducing the interest rate when employment falls. The model gives rise 
to multiple equilibria, but only when there is endogenous growth and a zero-lower bound on 
the interest rate. Without both features, equilibrium would be unique. Expectations of future 
aggregate demand drive innovation (to gain future profits) and growth. If expectations shift to 
low future aggregate demand, the central bank may not be able to respond if the zero lower 
bound is binding. When the model is extended to allow for a temporary liquidity trap, the 
economy can go back to full employment after emerging from the pessimistic state, but does 
not make up for low growth during the period stuck in the trap. Thus, the trap leads to a 
permanent loss in output. The model demonstrates that a liquidity trap, like financial market 
distress, can generate a temporary disruption to the growth process. This temporary 
disruption can lead to a permanent loss of output. In some of the other models, endogenous 
growth depends on the current state of the economy. In this model, it depends on expectations 
of future state of the economy since that is what drives the incentive to invest in innovation to 
gain future monopoly power.  

There are models with multiple equilibria where stagnation traps can be associated with 
higher unemployment. If the economy moves from one equilibrium to the other it can display 
hysteresis as well. For example, Weitzman (1982) and Farmer (2012) both develop a model 
with increasing returns to scale and multiple equilibria. As the economy gets stuck in a high 
unemployment equilibrium, the economy exhibits hysteresis. Farmer (2012) also generates 
multiple equilibria in growth rates in the context of an endogenous model. So high 
unemployment equilibria correspond to low-growth states. The connection between 
unemployment and growth takes place through a standard endogenous growth model of 
innovation.  

Garga and Singh (2018) construct a model of Schumpeterian Growth along the lines of 
Aghion and Howitt (1992) and Grossman and Helpman (1991) in a New Keynesian setting. 
A contraction in aggregate demand leads to an endogenous slowdown in TFP growth and 
persistent gap of output below its pre-crisis trend. In their model, unemployment can return to 
its natural rate after a recession even while output remains below trend. They explore the use 
of monetary policy to offset the permanent impact of temporary demand shocks on the level 
of GDP. They find that if monetary policy is affected by the zero-lower bound, then both 
strict inflation-targeting and a Taylor rule could lead to output hysteresis. While, in principle, 
the central bank could offset output hysteresis by committing to running a high-pressure 
economy in the future, this would not be time consistent. Thus, there is a “hysteresis bias” in 
monetary policy. In other words, the nonlinearity of the zero-lower bound creates a constraint 
on the use of stabilization policy. 
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Schmitt-Grohé and Uribe (2017) is another recent contribution in this category of models. 
They propose a model of a liquidity and growth trap based on key elements of downward 
nominal wage rigidity and a zero-lower bound on nominal interest rates, extending the 
framework of Benhabib, Schmitt-Grohé and Uribe (2001). A confidence shock can push the 
economy into a low inflation liquidity trap where the zero lower bound restricts monetary 
policy and real wages are too high to be compatible with full employment. The economy can 
become chronically stuck in unemployment. In a version of the model that allows for capital 
accumulation, there can also be an investment slump with a permanently lower level of 
capital.  
 
Garga and Singh (2018) and Schmitt-Grohé and Uribe (2017) relate to a body of literature 
that debate the policy options for reviving the economy from a liquidity trap, such as through 
commitment to a higher inflation target to raise inflationary expectations (Krugman (1998); 
Woodford (2012); Eggertsson and Woodford (2004)) or through the active use of fiscal 
instruments (Mertens and Ravn (2014); Cochrane (2017)). Jobless recoveries can also result 
from real wage rigidities (Shimer (2012)). Much of this literature on liquidity traps are driven 
by self-fulfilling expectations, which Christiano, Eichenbaum, and Johannsen (2018) argue 
are not “learnable” and therefore may be indeterminate.  
 
Summers (2015) and Summers (2014) revives the concept of secular stagnation as a chronic 
deficiency in demand stemming from secular trends that are likely to maintain a ZLB 
liquidity trap for the foreseeable future. Eggertsson, Mehrotra and Robbins (2019) formalize 
the secular stagnation hypothesis based on the framework of an endowment economy with 
three-period overlapping generations. Savings by one cohort are lent to another cohort for 
their consumption. The equilibrium real interest rate depends on factors other than the 
discount rate—such as population growth, the income profile over a lifetime, the debt limit, 
inequality, and deleveraging—and may turn out to be negative. Some of these fundamentals 
reflect long-term secular trends, implying that nothing prevents the equilibrium real interest 
from remaining negative indefinitely. A deleveraging cycle can permanently depress the 
natural rate of interest as lower borrowing by the young implies more resources for saving as 
that cohort reaches middle age, thus increasing the supply of loanable funds. Adding wage or 
price rigidities introduces a role for monetary policy. If the inflation target is set sufficiently 
high, the nominal interest rate may be positive if it accommodates the negative natural rate. 
However, there is another equilibrium in which secular stagnation remains. Fiscal policy via 
debt, tax, or spending changes can offset the weak aggregate demand, but the fiscal multiplier 
depends on the how taxes and spending are distributed across generations. 
 
Eggertsson et al. (2019) differs from some of the other literature in its treatment of savings. 
In their model, savings serve the function of smoothing consumption across time through 
borrowing and lending transactions between heterogenous agents, namely different cohorts in 
the three-period OLG framework. In contrast, other papers (e.g., Gunn and Johri (2011); 
Garga and Singh (2018); Benigno and Fornaro (2018)) are set in the framework of a 
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representative agent production economy where savings provide resources for investment and 
endogenous growth. 
 
Heterogenous agent models may incorporate coordination externalities and the endogenous 
productivity processes described above. Dosi et al. (2018) develop an agent-based model 
featuring hysteresis. The model includes endogenous technological innovation and adoption 
and learning by doing, as well as imperfect information. The paper also features alternative 
labor market institutions and policies, exploring their impact on recoveries and long-term 
growth.   
 
All the models described in this section display some form of hysteresis although the 
dynamics are not quite identical. In models of endogenous growth with capital accumulation 
and productivity advancement, a temporary shock from either demand-side or supply-side 
sources can disrupt decisions to invest in capital accumulation or innovation. Given the 
linearity associated with production functions for final output or for innovation and 
knowledge accumulation, a temporary disruption to the growth process implies a permanent 
impact on the level of output. In models of self-fulfilling expectations, the economy can get 
stuck in a bad equilibrium state for prolonged periods even due to a temporary shock. If there 
is no self-correcting mechanism or policy instrument that can move the economy back to the 
good equilibrium, the result can be permanently lower output or employment, which is a 
form of hysteresis. Alternatively, if policy interventions or other shocks shift expectations 
and the economy back to the good equilibrium, some of the models would imply that the 
damage to output and employment is reversed. Thus, the relationship between hysteresis and 
self-fulfilling models of multiple equilibria depend on whether the economy is permanently 
stuck at the bad equilibrium, as well as whether the model also incorporates features of 
endogenous growth, as in Benigno and Fornaro (2018). The formulation of secular stagnation 
in Eggertsson et al. (2019) provides an example of how fundamentals, such as demographic 
and secular factors, can indefinitely shift to values that constrain (monetary) policy from 
overcoming the liquidity trap and potentially lead to some form of hysteresis via effects on 
growth.  
 

V.   POLICY IMPLICATIONS  

A.   Stabilization policy and the costs of business cycles 

In the traditional trend-cycle decomposition, GDP fluctuations are seen as temporary, 
symmetric deviations from trend. While these fluctuations have an impact on welfare, under 
certain assumptions the costs of business cycles are very small. The seminal work of Lucas 
(1987) suggested that the costs of the US business cycle was as small as 0.008 percent of 
consumption level equivalent. Some challenged these calculations by exploring different 
utility functions or looking at heterogeneity among individuals and produced larger estimates 
of these costs. Adding endogenous growth to a typical business cycle can also increase the 
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cost of business cycles as the increased volatility of investment might reduce the average 
GDP growth (Barlevy (2004b)).22  

But beyond the specifics of the utility function, there is a key feature of the framework used 
in Lucas (1987) that makes the costs of fluctuations small. The potential benefits of 
stabilization policies are limited to the ability of demand management to keep output close to 
potential and correct from any distortions related to these deviations. Typically these models 
suggest that replicating the flexible price equilibrium is the welfare-maximizing objective for 
monetary policy. As a result, minimization of output gaps (defined as deviations from such a 
flexible price equilibrium) characterize well optimal policy. In addition, and under certain 
assumptions, this can be implemented by stabilizing inflation (what Blanchard and Galí 
(2007) refer to as the divine coincidence). A similar framework has been used for fiscal 
policy where the goal of countercyclical fiscal policy is to minimize deviations from 
potential.23 Given that both economic policy tools had identical objectives and given that one 
of them, monetary policy, was seen as being more capable of stabilizing output, this led some 
to argue against the use of any discretionary fiscal policy (Taylor (2000)). 

An obvious deviation from this framework that could increase the costs of business cycles is 
asymmetric fluctuations as in the “plucking model” of Friedman (1964) as it assumes that 
fluctuations are all deviations from a potential output ceiling. The goal of policy makers is 
still to reduce deviations from potential, but now, by doing so,  stabilization policy cannot 
only reduce the volatility of GDP around its natural levels but can also increase its average 
level (Cohen (2000), Dupraz, Nakamura and Steinsson (2019)).  

B.   Optimal stabilization policy in the presence of hysteresis 

In the presence of hysteresis, the state of the cycle feeds into the long-run supply capacity. 
This means that the GDP trend is history dependent and the longer recessions are, the larger 
the permanent scars will be. Shocks to economic policies also share the same history 
dependence and therefore can have permanent effects. Martin and Rogers (1997), Engler and 
Tervala (2018), Garga and Singh (2016), Jordà, Singh, and Taylor (2020) all show how fiscal 
and monetary policy shocks have permanent effects on the level of GDP via learning by 
doing or the reaction of R&D.   
 
In the context of optimal policy this means that taking early and aggressive policy action can 
minimize the effects of other shocks and therefore help offset the permanent damage they 
cause. This applies to both monetary and fiscal policy (Blanchard et al. (2015), Fatás and 
Summers (2018)). The ability to affect the supply side via early intervention minimizes any 
fear of generating inflation.  
 

 
22 For a good summary of this literature see Barlevy (2004a).  
23 As an example, the EU fiscal policy framework heavily depends on the measurement of potential output both 
when assessing when policy is needed and when measuring the stance of fiscal policy. 
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While optimal policy is still trying to replicate the flexible price equilibrium, this cannot be 
simply implemented by attempting to close a static measure of the output gap. Potential 
output is itself reacting to the policy actions and if monetary or fiscal policy are late 
responding to the shocks, not only we will incur the costs of larger temporary deviations from 
potential but we will also suffer the consequences of a permanently lower potential. 
 
To illustrate this intuition but also some of the challenges of designing optimal policy in 
models of hysteresis, we can think of a typical model of hysteresis that postulates that 
“effective productivity” (ℤ") follows a law of motion (in logs) of the type 
 

log ℤ",- 	= 𝑔" + log ℤ" + 𝜂	𝑓(𝕪") 

where 𝑔" is the long-term growth rate of effective productivity, 𝕪" is a measure of aggregate 
demand or a cyclical component of GDP, 𝜂 is the hysteresis parameter and we assume that 
𝑓g(𝕪") > 0. This reduced form summarizes the dynamics of most of the models discussed in 
Section IV. In some of the models, ℤ" represents technological innovations that are 
developed endogenously in a R&D sector, such as new varieties of intermediate goods. In 
AK models, ℤ" is the aggregate stock of physical capital; in models of learning by doing, it is 
the stock of human capital. For endogenous growth, this production function for effective 
productivity accumulation needs to be linear homogeneous in ℤ". However, in line with the 
empirical literature debating the relevance of a strict unit root, if instead there are diminishing 
returns in the evolution of effective productivity,  ψ	log ℤ", where ψ is less than but close to 
unity, then shocks will have highly persistence, albeit not permanent, impacts on output. The 
policy implications will be fairly similar.  

The cyclical component, 𝕪", can take different forms reflecting the state of economic activity 
or one of its components. Earlier models of hysteresis typically relied on endogenous growth 
models that displayed scale effects (Jones (1999)). As a result, the cyclical state (𝕪") was 
associated to a “scale” variable such as employment. Shocks had permanent effects via 
learning by doing (Martin and Rogers (1997) or innovation, whose incentives also depended 
on economic activity (Fatás (2000a)). Optimal policy in these models was about maximizing 
employment but under the assumption that the labor supply was fixed this could also be 
interpreted as minimizing unemployment (or the output gap). In the presence of growing 
population and labor force, the interpretation of the model mechanism was more difficult 
given that a larger scale (higher employment via population growth) generated a higher level 
of steady-state growth. 

In more recent models (Garga and Singh (2016), Moran and Queralto (2018) or Jordà, Singh, 
and Taylor (2020)), 𝕪" is the gap between output and its flexible price level equilibrium. 
Optimal policy then becomes the same as in models without endogenous growth or 
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hysteresis: to minimize deviations from the flexible price equilibrium.24 But there is a 
difference, the costs of inaction are now much larger because of the supply effects of low 
demand. In our notation, the cyclical state, 𝕪", is a function of policy, 𝕡", and other non-
policy factors, 𝕩". 

𝕪" = 𝕪"(𝕡", 𝕩") 

Policy interventions feed into the supply potential of the economy indirectly through their 
impact on aggregate demand. 

log ℤ",- 	= 𝑔" + log ℤ" + 𝜂	𝑓(𝕪"(𝕡", 𝕩")) 

Stabilization policy should try to offset the damaging impact of an adverse shock as fast as 
possible during a recession. And the larger the hysteresis parameter, the larger are the costs of 
inaction during recessions. For the same reason, the costs of hitting the ZLB is now much 
larger than previously assumed because the inability to reproduce the efficient equilibrium 
now has permanent consequences on the supply side (Moran and Queralto (2018) and Garga 
and Singh (2016)). Garga and Singh (2018) provide quantitative estimates of the benefits of 
monetary policy in the presence of hysteresis.  

As discussed in Section III, there is a variety of empirical evidence supporting the conclusion 
that policy matters in determining long-term outcomes. For example, Blanchard et al. (2015), 
Fatásand Summers (2018), Gechert et al. (2019), Bianchi, Comin, et al. (2019), Jordà et al. 
(2019), Moran and Queralto (2018), International Monetary Fund (2009) or Cerra, Panizza, 
and Saxena (2013) all provide evidence of the potential long-term benefits of stabilization 
policy. 
 
What about optimal policy during expansions? On one hand, if we believe that recessions are 
the outcome of the excesses during expansions, there is a strong role for macroprudential 
policy and pre-empting excessive credit growth. Macroprudential policy can avoid the future 
costs of large recessions by emphasizing countercyclical measures that minimize the risk of a 
future downturn. When economic and credit growth is strong in an upswing, prudential 
standards should be tightened, and buffers increased to ameliorate any excessive credit 
growth that might lead to a destabilizing financial crisis.  

But, at the same time, if policy makers are too conservative and act too early on the fears that 
the economy is overheating they might, via hysteresis effects, negatively affect the supply 
side and shorten the expansion. Models of hysteresis suggest that running the economy as 
close to potential as possible can bring large benefits (as in the early intuition of Okun 

 
24 Benigno and Fornaro (2018) reach similar conclusions in a model where hysteresis is the result of economies 
getting trapped in a low growth equilibrium. In this case the objective of policy is to avoid such a low-growth 
equilibrium. 
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(1973)). This notion has recently been picked up by policy makers by referring to the benefits 
of running a high-pressure economy (Yellen (2016)). The experience of the US labor market 
in the current expansion, where the natural rate of unemployment keeps being revised 
downwards suggesting that there was more slack than previously anticipated, highlights the 
potential drawbacks of reacting too early to the fear of excesses and potential financial crisis. 

In summary, in the presence of hysteresis, getting an accurate measure of economic slack or 
the cyclical state becomes even more crucial than in traditional models where the trend is 
independent of the cycle. But because of the endogeneity of the trend, getting potential output 
right is more challenging. We discuss this issue next. 

C.   Measuring the output gap in the presence of hysteresis 

In order for policy to ensure that we maintain a high-pressure economy, we need to have a 
measure of slack. Traditionally this has been done through the use of the output gap, a 
measure that makes use of estimates of potential output or through estimates of some version 
of the natural rate of unemployment. These estimates have traditionally relied on standard 
macroeconomic models that separate the cyclical dynamics from long-term trends. In this 
traditional framework, policy makers are supposed to react only to the temporary cyclical 
component. Errors in how the cyclical and structural components are estimated can generate 
the wrong stabilization policy. If the trend is exogenous, these errors will be destabilizing and 
add volatility (or not reduce enough the volatility caused by shocks). But in the presence of 
hysteresis these errors propagate to the supply side and can generate permanent scars on 
GDP.  

Because of the reliance on traditional business cycle models that ignore hysteresis and the use 
of filters to separate the cyclical and structural component of GDP changes, potential output 
estimates are procyclical. A negative surprise of 1 percent of annual GDP leads to immediate 
revisions to potential GDP of between 0.6-0.8 percent among advanced economies (Fatás 
(2019), Dovern and Zuber (2019), Claeys, Darvas and Leandro (2016), Coibion, 
Gorodnichenko and Ulate (2018), Martin, Munyan, and Wilson (2015)).  

If policy makers believe that the measured “structural” component of the observed change in 
GDP reflects exogenous productivity as in the traditional RBC model (as if the hysteresis 
parameter h=0 in our framework above), they will be hesitant to use their stabilization tools. 
They will assume these can only impact the “cyclical” component of GDP, which is 
independent from the economy’s supply potential. Monetary and fiscal policy will not be 
aggressive enough and, as a result, policy makers will make the recession deeper and longer 
than what is necessary and, via hysteresis effects, will lead to large permanent losses in GDP. 
In addition, if policy makers ignore the possibility of hysteresis, they could interpret the ex-
post negative long-term effects on GDP as a confirmation of their (mistaken) pessimistic 
views on potential, rather than as the effects of their policies. The outcome is that policy 
makers might not learn from their mistakes and repeat them in future recessions. Fatás (2019) 
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presents evidence that this behavior characterizes well fiscal policy in the 2010-14 period 
among European countries. 

Realize that to avoid these mistakes is not simply a question of choosing a different filter to 
estimate potential output. In order to eradicate the possibility of these policy errors, policy 
makers need to design stabilization policy using economic models that allow for the presence 
of hysteresis. These models will have to incorporate the potential endogenous reaction of the 
supply side. 
 

VI.   CONCLUSIONS 

In the last 25 years we have seen the development of an alternative model of business cycle 
that emphasizes the effects that business cycles can have on the drivers of long-term 
economic growth. In these models GDP is history dependent and all shocks can have 
permanent effects on output, what we refer to as hysteresis. This represents a change from the 
traditional cycle-trend decomposition that defined cycles as deviations from a trend that was 
independent of any of the traditional demand shocks that could be responsible for economic 
fluctuations.  

Our review of the theoretical literature has highlighted that in the presence of endogenous 
growth hysteresis is a natural outcome of many business cycle models. And the empirical 
literature has by now produced a strong set of empirical results that emphasizes the persistent 
nature of fluctuations and that identifies how much of this persistence can be associated with 
shocks that are related to demand, which in the traditional framework had been assumed to be 
temporary. 

In the traditional framework, policy makers had to assess how much of the observed change 
in GDP was cyclical and how much was structural. Stabilization policy would only react to 
the cyclical component. Errors in reacting to cyclical events could be costly but only in the 
form of additional GDP volatility. In the presence of hysteresis, the costs of cyclical shocks 
or the lack of action of policy makers are much larger because of the permanent scars they 
can leave on GDP through their interactions with the endogenous forces that drive long-term 
growth or the dynamics of labor markets. Aggressive and fast action during recessions 
becomes optimal policy. And during expansions, the cost of acting too early on fears of 
inflationary pressure can also be very costly as it can either reduce the potential growth of the 
economy or hinder positive developments in the labor market. In this new framework, policy 
makers should understand the likely large supply costs of not being as close as possible to 
potential output by running a “high-pressure” economy. 
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