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The study of returns to scale in firms has traditionally focused on technological returns to scale in the production process. However, as the scale of a firm's production grows, so does its administrative apparatus. The process of managing a firm, although not as well understood as extensively studied as the production process itself, uses significant resources and is important to the profitability of the other operations in the firm. Therefore, this process may also have a significant impact on returns to scale. The purpose of this paper is to explore this impact.

We must first ask what managers do, how managing is related to the scale of the firm, and what resources it uses. The answer to the first question is complex, because managers, or more generally, the administrative staff, have many functions, including monitoring employees, setting goals, processing information, and making decisions (See Rainer [1989] for a discussion).

Current research on the internal theory of the firm emphasizes the role of incentives in managerial activities. There is already a small body of literature on how incentives, or more specifically, monitoring activities, affect returns to scale. See, for example, Calvo and Wellisz [1978], Melamud et al. [1988], and McAfee and McMillan [1989]. The general conclusion of this literature is that the need to monitor employees leads to decreasing returns to scale, because adding new employees at the base of a hierarchy (e.g., in the production process) ultimately increases the number of levels in the supervisory hierarchy or increases the number of subordinates each supervisor must monitor. This leads to a loss of control by the owner of the firm over the employees.

We focus on a different activity of managers that is unrelated to incentive problems: the processing of information involved in decision-making. This includes processing sales data, writing a letter, or keeping the books, and it is what most members of the administrative staff do most of the time (Mintzberg [1989]). Thus, its impact on returns to scale should also be significant.

Once we model decision-making in a firm as an activity that uses significant resources, mostly personnel, we are abandoning the standard rationality paradigm that is the main-stay of economic theory. Perhaps the first economists to incorporate explicit models of information processing technology into a theory of economic decision-making were J. Marschak, T. A. Marschak, C. B. McColloch, and S. Reiter (the last with the mathematician K. Mount). 1
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information processing are also a central feature of "bounded rationality". Statisticians, too, in their studies of sampling and sequential analysis, have had in mind that observation is costly; this was made explicit by A. Wald in his pioneering development of the theory of statistical decision (1950).

There is also a significant body of literature concerned with the optimal organization of hierarchies and with returns to scale, based on the bounded rationality of managers. See, for example, Williamsson [1967], Keren and Levhari [1979, 1983], Chmeler [1980], and Aoki [1986]. Williamsson [1967] contains references to earlier work as well. That literature emphasizes coordination problems as a limit to firm size. The general objectives of the present paper are similar to those of that literature, but our treatment is distinct in that we develop an explicit model of the computation and of the other information processing that is involved in managerial decision-making.

Consider the decision-making that is involved in the management of a firm; this is a stochastic control problem. At successive dates, the managers receive information about the environment and the internal state of the firm, and then decide what actions are to be taken. The mapping from observations to responses constitutes the manager's policy or decision rule. Decision-making in a firm involves both choosing and implementing a decision rule.

This distinction between the choice of a policy and its implementation is useful, even though it is difficult to make precise in practice. The choice of decision rules is generally more complex than the implementation of decision rules, but there are several reasons that the choice of decision rules may have less impact on returns to scale than the implementation of decision rules, at least when we are measuring the long-run average performance of a firm that operates in a stationary environment:

1. The choice or modification of a policy will be infrequent compared to the occasions of its implementation, so that the costs of such choices can be amortized over a relatively long period of time.

2. Information processing and decision-making take time, in addition to using resources. The delay in choosing a decision rule only affects the performance of the firm in the short run, until the decision rule is finally chosen and any backlog of information is processed. Delay in implementing a decision rule affects the performance of the firm over and over again, since each decision is conditioned on old information.

3. The basis for a policy is usually part of the accumulated knowledge of a society. A new firm can often adopt a decision rule that is used by other firms that operate or have operated in similar environments. Thus, in a stationary environment we would expect decision rules to be at least locally optimal in the long run, even if in each period the firm or firms that operate in similar environments make only small improvements to the decision rule.

Therefore, it is a reasonable approximation in stationary environments to assume that decision rules are chosen costlessly and optimally, while...
their implementation involves resources and delay; this is at least an improvement over the usual assumption that neither the choice nor the implementation of a policy is costly. Of course, real environments are not truly stationary, and it would be useful to model both aspects of decision-making, but we adopt the first approach because of its simplicity.

To implement a policy, the observations about the environment upon which the action depends must be collected, and then the action must be computed. Implementing a policy also involves storing and communicating the raw observations and the intermediate and final results. We shall group these activities under a single heading: "information processing."

These information processing activities use costly resources. What resources are required depends on the policy that is implemented. One can say without much argument that conditioning a policy on more information requires more resources. It is also generally true that a policy that is conditioned on recently observed information is more costly to implement than a policy that is conditioned on older information; this is another way of saying that information processing takes time, and greater resources are needed in order to speed up the processing. It may simply be impossible to implement some policies, even though the required observations are available, because of limits on the speed with which computations can be performed.

There is not much more that we can say about the implementation of policies without being more specific about the decision problem and the technology for processing information. The specific decision problem we study in this paper is that of a firm that must periodically predict the total demand from a number of sources, given that it observes the past individual demands and given that the demands at the sources follow some known stationary stochastic process. This is a standard prediction problem from statistical decision theory. We look at loss functions and stochastic processes where the optimal decision rules are linear functions of the observed demands and the previous prediction.

The specific information processing model we use involves the parallel computation of associative operations. We consider only associative operations because the linear decision rules that arise naturally in the decision problem outlined above involve mainly addition. One of us has argued elsewhere (Rasmussen [1989, 1990]) that a number of common decision-making paradigms (e.g., pattern matching, finding a maximum) also involve primarily associative operations.

We use a model of parallel processing because in a firm many people are involved in the processing for any one decision; the task is so large relative to the capability of a single individual that the required time for one person to complete it would be impractical. Thus, the required computations are performed "decentrally" (in the jargon of the economics of organization) or "in parallel" (in the jargon of computer science). Our model of computation in the firm is thus that of an idealized parallel computer, whose individual processing elements are the members of the behavioral organization. Indeed, in the present paper we focus on these individual processors as the only costly resource, and ignore the costs of observation, communication, and memory. We do this as a first approximation, and
there is reason to think that, in the current state of affairs, the actual processing of information by human organizations is more costly than its communication and storage.

To derive an information-processing production function, we have first to decide what the inputs and outputs are. In economic terms, the inputs are the resources—i.e., the processors—and the output is a service: a computation is performed with a given delay on a given body of data. (Note the potential for confusion with the "inputs" and "outputs" of the computation itself.) The computational service is in turn used to implement the decision-making policy. The value of the service depends on how good the resulting decisions are, compared to how good they would be without the service (or with some alternative service). In particular, in the present analysis we shall focus on two features that influence the value: (1) the amount of data processed, and (2) the processing delay, i.e., the amount of elapsed time between the arrival of the data and the "output" of the decision (the result of the computation).

The model of information processing is presented in Section 2. We (1) characterize efficient network/algorithms combinations, (2) provide a lower bound for the number of processors needed to achieve a given delay, and (3) show that this bound is asymptotically sharp under certain conditions. These results imply, in particular, that if one holds fixed the frequency of arrival of successive cohorts, and increases the size, \( n \), of each cohort, then (1) the number of processors must increase at least in proportion to \( n \), and (2) the delay must increase at least as fast as \( n \log n \). Thus, even if processors are freely available, it is not possible to maintain a constant delay indefinitely as one increases the "size" \( n \) of the computation. The computer science literature suggests that associative operations are in some sense the most amenable to parallel processing; to the extent that this is so, our results provide lower bounds on cost and delay for other types of computations.

In Section 3 we consider two examples of the statistical decision problem described above. In each example one wants to find, for each number \( N \) of sources, the optimal combination of the number and frequency of the data items used and the network/algorithms. Here "optimal" means minimizing the sum of the expected loss due to prediction error and the cost of the processors, taking due account of the relation derived in Section 2 between the amount of data actually used, the delay, and the number of processors. The two examples differ in the covariance function of the stationary process of data items and in the function that describes the loss associated with every prediction error.

In the first example, the loss function is quadratic, the demands from different sources are mutually independent, and the sequence of demands from any one source is a stationary Gaussian first-order autoregressive process. We find (eventually) sharply decreasing returns to scale in \( N \); the number of sources; indeed, as \( N \) becomes large, the processed information
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becomes asymptotically "worthless," relative to what can be attained without conditioning on any past history of data items at all! In the limit, returns to scale are asymptotically constant, and equal to the returns when there is no information processing.

In the second example, the demand from a given source at a given date is the sum of two terms, a "common demand" and a "local disturbance." At any given date, the common demand is the same for all sources, and the sequence of common demands is a stationary Gaussian autoregressive process. The local disturbances are independent and identically distributed Gaussian variables, i.e., they are independent across sources and dates. The common demand processes and the local disturbances are mutually independent. In addition, the loss due to an error in predicting the total demand is proportional to the error; the constants of proportionality may depend on the size of the error. In this example there are increasing returns to scale with \( N \), although in the limit returns to scale are asymptotically constant, but greater than the returns without information processing.

The example with decreasing returns to scale is of particular interest. In the study of the returns to scale of production processes, it is generally held that decreasing returns to scale only arise when some input is held fixed; otherwise, a firm could duplicate a production process and thereby achieve at least constant returns to scale. In this paper, there is no resource in fixed supply. Why cannot the same argument be made about replicating a firm? For a large firm to truly be like two small firms, the two subunits must be informationally disassociated, with information shared only indirectly through markets. Our interest in this paper has been the returns to scale of firms as unified organizations, not the returns to scale of holding companies.

One conclusion that emerges from this work is that the impact of information processing in organizations on returns to scale depends critically on the organization's stochastic environment and on the loss from incorrect decisions. This work should be viewed as preliminary, because we do not give an extensive classification of conditions under which returns to scale are increasing, decreasing or constant. That is left for future research.

2 A Model of Computation in Firms

The purpose of this section is to present a model of computation that will allow us to explicitly determine what policies are feasible and what computing resources are required to implement them. As mentioned in the introduction, we will only be considering linear decision rules whose implementation primarily involves periodically adding a fixed number of data items. Therefore, this is the type of computation modelled in this
2.1. Definitions and Building Blocks

Call the unit of time in this section a cycle; it is the time it takes a manager (processor) to perform one operation, as described below. Every h cycles, a list of n data items (called a cohort) is received by the managerial organization, and the job of this organization is to compute the sum.

The atomic processing element in the managerial organization is called a processor. Each processor has an infinite addressed buffer or "in-box" and a register. Clearing the register (setting it to zero) can be performed instantaneously. It takes a processor exactly one cycle to read a single number from its in-box and add the value to its register, thereby setting its register to the resulting sum. The time is the same whatever are the values of the data that are added, including when a datum is added to a cleared register.

Each processor can send the value of its register to the buffers of any other processor or to an output device via one-way communication channels, and data can be sent from the input device to the buffers of all the processors. We thus implicitly assume that, like memory, communication channels are not a scarce resource. We also assume that communication is instantaneous. This does not mean that communication has no implicit cost. A processor has to read a member into its register before communicating it to another processor. If a processor has a partial sum, the processor can add one more datum from its in-box to the partial sum in one cycle, but if that datum is in the buffer of another processor, then two cycles are needed to add it to the partial sum.

This depiction of communication delay is fairly realistic; it is easy to send a report to another manager, but it takes time for the manager to read the report. On the other hand, direct communication channels may be costly in firms, just as they are in parallel computers. For example having a direct communication channel with another member of the managerial staff may require proximity. Therefore, we will keep track of the communication channels used by our algorithms, even though in the formal model these channels are assumed to be costless.

Each addition, communication and clearing of a register is called an operation. A processor may add a number that was received from the input device (a raw datum) or from another processor (a partial sum). The addition is called a preprocessing operation in the former case, and in the latter is called a postprocessing operation. A processor is said to be busy during a cycle if it performs an addition; otherwise, it is idle. An operation together with a time when it is to be performed is called an instruction. Formally, a network is a set P of processors and a list I of instructions; we lump the processors and the algorithm together in the definition of a network in order to ease the exposition. The size of a network is the number of processors, and is denoted by p. The architecture of a network \( (P, I) \) is the directed graph whose vertices are the elements
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of P, and where an edge connects processor \( j \) to processor \( j' \) if and only if \( j \) sends the value of its register to \( j' \) at some time. That is, the edges are the communication channels that are actually used.

The only (scarce) economic inputs in the information processing are the processors. The computation services are parameterized by the size \( n \) of each cohort, the time \( \delta \) between cohorts, and the delay of \( d \) in calculating the sum of each cohort, assuming that each cohort is processed with the same delay.

A network is feasible if each processor performs at most one addition operation in each cycle. A feasible network is said to be functional, given its workload, if, for each cohort the network is to process and for any values the data may have, a single output is produced that is equal to the sum of the data. Since our processors do not make errors and we are free to specify what computation the processors are performing, nothing would be gained by allowing for errors in the computations.

A feasible and functional network is said to be as good as another such network if the former uses as few processors and has as short a delay as the latter. It is said to be better if it also uses fewer processors or has a shorter delay. A feasible and functional network is efficient if there is no other feasible and functional network that is better. We use these qualifiers for performances as well; in particular, a performance is said to be efficient if it is the performance of an efficient network.

Because the same computation is repeated over and over again in our model, it is useful to be able to carefully describe how a single cohort of data is processed. The terminology we have defined so far can be applied with only minor modification to such a one-shot computation. Call a network that performs such a computation a one-shot network. When some confusion would otherwise arise, we will call a network that processes periodically arriving data a renewal network. The term "renewal" refers to the fact that in such a network, when a processor's task in the processing of one cohort is completed, the processor will join the processing of a new cohort. Denote the number of processors in a one-shot network by \( r \); this symbol will also be used to denote the number of processors involved in the processing of a single cohort in a renewal network.

Call the processing of each cohort of data in a renewal network a project. The processors that are involved in a project form a team. Each project can be represented by a one-shot network, with the clock starting with the arrival of the cohort ("local time").

The processors in the one-shot representation of a project represent tasks, not specific processors in the renewal network. In fact, if in a renewal network, a processor in a team that is processing a cohort passes on a partial sum, clears her register, and then later continues processing the same cohort, we can treat the second batch of processing as a new task in the one-shot representation; there need not be a one-to-one correspondence between the teammates involved in a project in a renewal network and the tasks in the one-shot representation of that project. A task is said to finish in the cycle that it passes on a partial sum or the final output. It is said
2.2. Parallelization: Speed-up and Overhead

A single processor can add up the \( n \) items in a cohort in exactly \( n \) cycles. If \( n > b \), then a new cohort arrives before this processor finishes the current cohort, and so a single processor cannot possibly keep up with the flow of data. Although any feasible network must then contain more than one processor, this does not mean that the data are processed in parallel. Parallel processing means that more than one processor add up the items in a single cohort (i.e., that each team has more than one processor).

Parallelization is said to increase when the number of processors on each team increases. It is easy to see how increasing parallelization lowers the delay per cohort. For example, suppose that \( n = 100 \) and initially each cohort is processed by a single processor, with a delay of 100. Now let the items in each cohort be added by two processors. Each processor can add 50 of the items, and then one processor adds the partial sum obtained by the other processor. The total delay is 51 cycles, little more than half the delay when there is one processor per cohort.

Note, however, that the speed-up that can be obtained from parallelization is bounded. The smallest delay is obtained by dividing the data for each cohort among \( [n/2] \) processors. (For a real number \( z \), \( [z] \) denotes \( z \) rounded down, and \( \lceil z \rceil \) denotes \( z \) rounded up.) Each processor adds two data items, and then the partial sums are aggregated by having half the processors pass their partial sums to the other half, and then repeating this each cycle with the remaining processors until a single processor ends up with the overall sum. The resulting delay is \( 1 + \lceil \log_2 n \rceil \). The fact that this minimum delay rises with \( n \) will be important in the next section.
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Between this minimum delay, which requires \( \lceil n/2 \rceil \) processors per cohort, and the maximum delay of \( n \) cycles, using 1 processor per cohort, it is possible to obtain a delay of

\[
\left\lfloor \frac{n}{2} \right\rfloor + \left\lceil \log_2 (r + n \mod r) \right\rceil = \bar{d}(r, n),
\]

using \( r \) processors per cohort. (See, e.g., Rader [1990] for a proof and references.)

How parallelization increases the number of processors in a network is less obvious. In a one-shot network, doubling the number of processors that add the items by definition doubles the number of processors in the network. In a renewal network, however, doubling the number of processors per cohort does not double the number of processors in the network. Because the delay fails when there are more processors on a team, each processor is ready to work on a new cohort sooner. In a renewal network, we are interested in the number \( w \) of processor-cycles (man-hours) devoted to each cohort. The number \( p \) of processors that are employed in the network satisfies the identity \( pw = n \), and so \( p = n/b \). The number of processors in a network rises with parallelization if parallelization causes \( w \) to rise.

One addition is performed for each data item, and so the number of processor-cycles per cohort is at least \( n \). Recall the implication communication cost discussed earlier. Each processor in a team, except for the one that produces the final sum, passes on a partial sum that is added by one of its teammates. Thus, there are \( r - 1 \) more addition operations that must be performed, where \( r \) is the number of tasks in a stationary network. This is part of the overhead of parallelization.

A cycle when a processor is idle also counts as a processor-cycle devoted to some cohort. Let \( i \) denote the total number of idle processor-cycles for each cohort. Then the number \( w \) of processor-cycles, including idle time, devoted to each cohort is

\[
\frac{n + r - 1}{b} = \bar{d}(r, n),
\]

With increased parallelization, it is more difficult to schedule processors to tasks without much idle time. Thus, \( i \) increases with \( r \). This is the other part of the overhead of parallelization.

Therefore, for a stationary network with \( r \) tasks per cohort, we see from (2) and (1) that

\[
p \geq \frac{n + r - 1}{b} \implies \bar{d}(r, n, b),
\]

As we let \( r \) vary from 1 to \( \lceil n/2 \rceil \), we trace out a lower bound on the efficient frontier of performances for the workload \( (n, b) \), at least out of the set of performances for stationary networks. Rader [1990] shows that even if we allow non-stationary networks and define the delay of a renewal network to be the long-run average delay for each cohort, these bounds continue to hold except without the rounding up and down.
The lower bound on the performance efficiency frontier for a workload of $10^6$ data arriving every 10 cycles.

Figure 1 depicts the lower bound defined by (3) and (4) for the case where $n = 10^6$ and $b = 10$. The plot is log-log, and $10^6 - 1$ is first subtracted from the number of processors because any functional network has at least $10^6$ processors.

2.3. Efficient Networks

The lower bound takes into account the overhead from communication (what is plotted in Figure 3 is the overhead, plus 1), but not the idle time (other than the minimum number of cycles $i$ per cohort that makes $(n+r−1+1)/b$ an integer). VAN ZANDT [1990] characterizes the true efficiency frontier when idle time is accounted for. A rough description of how to construct efficient networks follows; see VAN ZANDT [1990] for details.

Suppose that to achieve a delay $d(c,n)$, we use a strongly stationary network which replicates an efficient one-shot network with $r$ processors and delay $d(r,n)$. It is not possible to achieve this delay with fewer processors per cohort, and so the number of processor-cycles per cohort, not including idle time, is the least for this delay. However, the idle time might be large.
Two strongly stationary networks for a workload of 16 data arriving every 4 cycles. Network 1 has 3 tasks and 6 processors and Network 2 has 4 tasks and 5 processors. The activity of each processor is represented by a vertical line that is solid when the processor is postprocessing and that is broken when the processor is preprocessing. The arrows indicate the communication of partial sums.

Now add an extra processor per cohort. The overhead from communicating partial sums increases by 1 processor-cycle per cohort, but if we can change the scheduling of processors so that the number of idle cycles per cohort falls by at least 2, then the total number of processors in the network falls.

Arrange the $r+1$ processors in each project like an efficient one-shot network. The delay is lower than with $r$ processors, but rather than finishing earlier, allow some processors to start later. The starting time of each task depends on how many raw data items it must process. Because of the slack in the project, there is some freedom in how the data items are distributed to the processors. If the total length of a task is a multiple of...
Theorem 1: Let \( r(d, n) \) be the minimum number of tasks with which a delay of \( d \) is achievable when processing a single cohort of \( n \) data.

1. For all \( d \) and \( n \) such that \( 1 + \left\lceil \log_2 n \right\rceil \leq d \leq n \),

\[
p(d, n, b) = \min \{ r(r, n, b) | 1 \leq r \leq \lceil n/2 \rceil, \quad d \leq \bar{d}(r, n) \},
\]

which is the lower bound on the number of processors that can achieve a delay of \( d \) for the workload \((m, b)\), as defined by (3) and (4). In fact, the minimum number of processors that achieve a given delay is of the same order as the lower bound (part 1 of Proposition 1), in one sense it is asymptotically close to the lower bound (part 3), and it is often within two of the lower bound (part 4). For the proof of Proposition 1, see Van Zandt [1990].

PROPOSITION 1: Let \( r(d, n) \) be the minimum number of tasks with which a delay of \( d \) is achievable when processing a single cohort of \( n \) data.

1. For all \( d \) and \( n \) such that \( 1 + \left\lceil \log_2 n \right\rceil \leq d \leq n \),

\[
p(d, n, b) \leq \left( \frac{n+2-2n}{2-2n} \right) p_d(d, n, b) \leq n, \quad p_d(d, n, b),
\]

which is the lower bound on the number of processors that can achieve a delay of \( d \) for the workload \((m, b)\), as defined by (3) and (4). In fact, the minimum number of processors that achieve a given delay is of the same order as the lower bound (part 1 of Proposition 1), in one sense it is asymptotically close to the lower bound (part 3), and it is often within two of the lower bound (part 4). For the proof of Proposition 1, see Van Zandt [1990].

PROPOSITION 1: Let \( r(d, n) \) be the minimum number of tasks with which a delay of \( d \) is achievable when processing a single cohort of \( n \) data.

1. For all \( d \) and \( n \) such that \( 1 + \left\lceil \log_2 n \right\rceil \leq d \leq n \),

\[
p(d, n, b) \leq \left( \frac{n+2-2n}{2-2n} \right) p_d(d, n, b) \leq n, \quad p_d(d, n, b),
\]

which is the lower bound on the number of processors that can achieve a delay of \( d \) for the workload \((m, b)\), as defined by (3) and (4). In fact, the minimum number of processors that achieve a given delay is of the same order as the lower bound (part 1 of Proposition 1), in one sense it is asymptotically close to the lower bound (part 3), and it is often within two of the lower bound (part 4). For the proof of Proposition 1, see Van Zandt [1990].
The efficient performance values for a workload of 10⁶ data arriving every 10 cycles.

for these values of d. \( p(d, n, b) \) is within 5% of \( p_1(d, n, b) \), except for the six lowest delays. However, for the six lowest delays, \( p_1(d, n, b) \) and \( p(d, n, b) \) differ substantially. Part 1 of Proposition 1 states that \( p(d, n, b) \) should be no more than 4 times \( p_1(d, n, b) \). In fact, in this example, \( p(d, n, b) \) is close to 3.5 times \( p_1(d, n, b) \). More generally, as the number of data and the time between cohorts both become large, the number of processors in the efficient network that achieves the lowest delay \( d \) gets arbitrarily close to \( b \cdot p_1(d, e, n) \). Thus, the upper bound on \( p(d, n, b) \) given in part 1 is tight.

The architectures of the efficient networks described above are not trees, even though they are replications of one-shot networks whose architectures are trees. Although the architectures have no cycles, each processor may communicate to more than one other processor. Also, the architectures are not rooted since each processor whose task passes on the final output is a maximal element in its architecture, and there is more than one such processor as long as the delay is much longer than the time between cycles.

Rader [1990] describes some class of networks which he calls PPO networks and whose architectures are trees. These networks are not efficient, but they do fairly well at least for delays that are not too close to...
for minimum. Since the architectures are trees, there is a single communication link per processor, and this economy of links is an advantage over the efficient networks described above.

3 Returns to Scale in Information and Information Processing

3.1. Meanings of “Returns to Scale”

It is not obvious what is a natural definition of returns to scale in information processing. Roughly speaking, we would like to know whether, if we multiply the “size” of the information processing workload by some factor, say \( k \), we can obtain the result with more or less than \( k \) times the resources. From this perspective, the speed in obtaining the result is a quality of the output, since the greater the delay the less valuable will the output be, in general. In the information-processing described in
the previous section, performing an associative operation on \( n \) data items per cohort every \( b \) cycles with \( p \) processors, it is natural to measure the size of the workload by \( n \) and \( b \), and the quantity of resources by \( p \). The delay, \( d \), is an (inverse) measure of quality. As we noted in Section 2, a lower bound on the efficiency frontier is given by

\[
p \geq \frac{n + r - 1}{b},
\]

\[
d \geq \frac{n}{r} + \log_e(r + n \mod r),
\]

where \( r \) varies from 1 to \( n/2 \).

From (6) we see that

\[
d \geq 1 + \log_2 n,
\]

with the lower bound being attained when \( r = n/2 \) (and \( r \) is an integer). No further decrease in the delay can be attained by using more processors. Thus we have the striking proposition: It is not possible to maintain a constant quality (1/\( d \)) while indefinitely increasing the size (6) of the information processing task, even if the quantity (\( p \)) of resources is unlimited. In this strict sense, information processing exhibits strongly decreasing returns to scale in this particular model.

In this section we investigate whether this conclusion is modified if we embed the information processing task in a statistical decision problem. We do this in the context of an extended example suggested by the problem of predicting demand for a product in a large firm. Not surprisingly, we shall see that the nature of returns to scale depends on the statistical properties of the stochastic process of demands, and on the form of the function that describes the loss due to errors in prediction.

### 3.2. Predicting Demand

Suppose that a firm wants to predict the total demand from a number of sources. The data consist of the observations of past demands at all the sources. The optimal prediction is a function of these data, and this function depends on the probability law governing the stochastic process of demands, and on how far ahead one is predicting. On the other hand, the computation of this function requires that the original data items be processed, and this processing takes time, which in turn determines how far ahead one is predicting. The prediction error depends on the processing delay, and how much of the data is actually processed in calculating the prediction. As we saw in the previous section, the delay can be reduced and/or the amount of data processed can be increased by using more processors, but only up to a point. In our example, we shall specify a loss function and a stochastic process of demands such that the optimal prediction is a linear function of the data; in fact the processing will primarily require only addition. Hence we can apply the results of the previous section.
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Suppose that there are \( N \) sources of demand at each date \( t (\leq -\infty < t < +\infty) \), let \( Q_t \) denote the demand from source \( j \) at date \( t \), let

\[
Q_t = \sum_{i=1}^{N} Q_{t,i}
\]

denote the total demand at date \( t \), and let \( A_t \) denote the prediction of \( Q_t \). Assume that the firm’s profit at \( t \) is

\[
U_t = \pi Q_t - \Psi(A_t, Q_t),
\]

where \( \pi \) would be the profit per unit demanded if the prediction were perfectly accurate \((A_t = Q_t)\), and \( \Psi(A_t, Q_t) \) is the penalty or loss due to a prediction error. It is natural to assume that this loss is zero when \( A_t = Q_t \), and increases as \( A_t \) departs from \( Q_t \) in either direction (not necessarily symmetrically). Notice that, if we measure “size” by total demand, then we have assumed that, without any costs or delays due to information processing, the firm would have constant returns to scale. The goal of our analysis is to see how the presence of those costs and delays changes how the profit depends on size.

Let \( H_t \) denote the history of the process \((Q_t)\) up through date \( t \); this constitutes the “raw data” available to the firm at that date. In addition, there may be some previously processed data available, \( i.e. \), the results of previous calculations; denote these by \( S_t \). As date \( t \) the firm begins the process of calculating a prediction, the result of which appears at date \( t = \tau + D_t \); thus it takes \( D_t \) units of time to process the data. We shall suppose that this result is \( A_t \), the prediction of \( Q_t \).

(More generally, one might consider the case in which the result is the prediction of total demand at some date subsequent to \( t \), say \( t + D' \); \( e.g. \), \( D' \) might be the time required for production once it had been decided how much to produce. However, to simplify the exposition, we assume here that \( D' = 0 \).)

To summarize the above discussion, the prediction \( A_t \) is some function of \( H_{t-\tau}, S_{t-\tau} \), where \( D_t \) is the delay due to information processing; call this function \( \gamma_t \). In fact, we should allow for the possibility that the delays may be different at different dates (see below); thus

\[
A_t = \gamma_t (H_{t-\tau}, S_{t-\tau}).
\]

A policy is a sequence of functions \( \gamma_t \). In the examples we analyze, the stochastic process \((Q_t)\) is stationary. However, we shall not assume that the policy \((\gamma_t)\) is stationary in the sense of dynamic programming, \( i.e. \), that the functions \( \gamma_t \) are the same for all \( t \). Indeed, we shall see that in some cases optimal policies may in a sense be cyclic. In any case, the information-processing workload will be periodic, as described in Section 2.

We shall, however, consider only policies for which the long-run average

\[
\bar{w} = \lim_{\tau \to +\infty} \frac{1}{\tau} \sum_{t=0}^{\tau} EU_t
\]
exists, where "E" denotes "expectation". Furthermore, the functions $x_i$ will all be calculated using the same parallel processing network $P$ (see Sec. 2), with $p$ processors. Accordingly, the net profit is defined to be

$$\tilde{r} = \tilde{u} - q^p.$$  

where $\tilde{u}$ is the unit cost of processors. The delay, $D_i$, depends on the function $x_i$ to be calculated, and on the network $P$. Thus we want to choose a policy ($\pi^P$) and a network $P$ to maximize the net profit $\tilde{r}$.

Some care is needed in the interpretation of the units of time. Suppose for the moment that time is a continuous variable, rather than discrete, and that the process $(Q_n)$ is continuous in $t$ (almost surely). If the total demand, $Q_n$, can be computed with a very small delay, then the prediction, $\dot{Q}_n$, will be very close to $Q_n$, and the gross profit, $\pi^P$, will be very close to its maximum, $\tau_m$. On the other hand, if the delay, $D_i$, is substantial, and $Q_n$ and $H_{n-1}$ are almost independently distributed, then the information will be almost worthless.

If as in the present analysis we take time to be discrete (integer-valued), then it is convenient in this section to take as the unit of time the interval between the arrivals of new data $Q_n$. In these units, let $\delta$ denote the time it takes to perform one "cycle" in the processing network. Thus $D_i = \delta d_i$, where $d_i$ is the processing delay measured in processing cycles, as in Sec. 2. If $D_i$ were sufficiently small, then for practical purposes it might be adequate to model the situation in discrete time as if $D_i$ were zero, so that predictions would have zero error. However, in the present analysis we shall be interested in cases in which $D_i$ is large, which leads us to assume that $D_i$ is a positive integer.

In what follows, we shall be considering two alternative specific examples of the loss function $\Psi$:

- **Assumption QL (Quadratic Loss):** The loss is proportional to the square of the difference between $A$ and $Q$, i.e.,

$$\Psi(A, Q) = \psi(A - Q)^2,$$

where $\psi > 0$ is a fixed parameter.

- **Assumption LL (Linear Loss):** The loss is a piecewise linear function of $(A - Q)$, i.e.,

$$\Psi(A, Q) = \begin{cases} 
\psi_0 (Q - A), & A < Q, \\
\psi_1 (A - Q), & A > Q. 
\end{cases}$$

where $\psi_0$ and $\psi_1 (> 0)$ are fixed parameters.

Note that under Assumption QL the loss function is symmetric in the prediction error, whereas under Assumption LL it need not be.

We also make two alternative assumptions about the stochastic process of demands, $Q_n$. These are special cases of the following more general
\[ \begin{align*}
Q_t &= \mu + X_t, \\
X_t &= Y_t + Z_t, \\
Y_t &= \beta Y_{t-1} + \epsilon_t, \\
Z_t &= \gamma Z_{t-1} + \nu_t,
\end{align*} \]

where

1. \( t \) is integer-valued, \(-\infty < t < +\infty;\)
2. \((Y_t)\) and \((W_t)\) are all Gaussian and independent, with mean 0;
3. \( E(Y_t^2) = \sigma^2, E(W_t^2) = \rho^2, \forall t \rightarrow \sigma;\)
4. \( \mu > 0, |\beta| < 1, |\gamma| < 1;\)
5. \((Y_t)\) and \((Z_t)\) are stationary.

Note that \( X_t \) is the difference between \( Q_t \) and its mean, \( \mu \), i.e., is a "noise" variable. This noise itself is the sum of two components, a "common noise", \( Y_t \), and an "idiosyncratic noise", \( Z_t \), each of which is a linear first-order autoregressive process. The two special cases that we concentrate on are:

- **Assumption IN (Idiosyncratic Noise):**
  \[ Y_t = 0(\beta - \sigma^2 - 0), \]

- **Assumption CN (Common Noise):**
  \[ Y_t = 0, \]

Notice that the idiosyncratic noise is present in both cases, but under Assumption CN the idiosyncratic noise variables \( Z_t \) are independent and identically distributed.

3.3. Example 1

Our first specific example combines Assumptions QL (Quadratic Loss) and IN (Idiosyncratic Noise). We start with some general observations about this case. For a given date \( t \), let \( \tilde{R}_t \) denote the information on which the prediction \( \hat{A}_t \) is actually conditioned. \(^4\) Assumption QL implies that, for an optimal policy,

\[ \begin{align*}
A_t &= E(Q_t|\tilde{R}_t) \\
&= -N \mu + \sum_{i=1}^{N} E(X_i|\tilde{R}_t).
\end{align*} \]

\(^4\) Formally, \( \tilde{R}_t \) may be defined as the coarsest sigma-field in the underlying probability space with respect to which \( \hat{A}_t \) is measurable.
\[ X_{i} = \gamma X_{i-1} + \mathcal{W}_{i} \]

where \((\mathcal{W}_{i})\) are independent and identically distributed Gaussian variables with mean zero and variance \(\sigma^2\). In addition, since \((X_{i})\) is stationary,

\[ \xi_{i} = E[X_{i}^2] = \sigma^2 \frac{1}{1 - \gamma^2} \]

recall that \(|\gamma| < 1\).

Note that, for each \(i\), the process \((X_{i})\) is Markovian, and that the \(N\) processes \((X_{1}), (X_{2}), \ldots, (X_{N})\) are independent and identically distributed.

Since we do not require that the policy \((\mu_{i})\) be stationary, we cannot assume that \(\bar{R}_{i}\) is simply a shift of \(\bar{R}_{i-1}\). However, suppose that, for some \(i, s, t, \bar{R}_{i}\) determines the history of the process \((X_{i})\) up through date \((t-s)\); then, as is well known,

\[ \bar{S}_{i} = E[X_{i} | \bar{R}_{i}] = \gamma X_{i-1} + \xi_{i} \]

\[ E\{\bar{S}_{i} - X_{i} | \bar{R}_{i}\} = (1 - \gamma \phi) \xi_{i} \]

(We shall use these last results below.)

To get a feeling for the problem of determining an optimal policy, consider the moment \(s\) (not necessarily optimal) policy in which at every date \(t\) one uses the entire history \(H_{t}\) to predict \(Q_{t+1}\). In this case, \(\bar{R}_{t} = H_{tt+1}\). If we let

\[ X_{i} = \sum_{s=1}^{N} Y_{i} \]

and take \(s = D\), it follows from (18)-(22) that the optimal prediction of \(Q_{t}\) is

\[ A_{t} = N \mu_{t} + \gamma \phi X_{t-1} \]

and the corresponding (gross) profit is

\[ \bar{u} = N \mu_{t} - N (1 - \gamma \phi) \xi_{t} \]

Observe also that if the prediction were based on no observations at all (no information processing), then the optimal prediction would be \(A_{t} = N \mu_{t}\), and the corresponding gross profit would be

\[ \bar{u}_{0} = N \mu_{t} - N \xi_{t} \]

(which could be negative). Hence the gross gain from the information processing, i.e., the value of the processed information is

\[ G = \bar{u} - \bar{u}_{0} = N \gamma \phi \xi_{t} \]

Recall from Section 2 that the speed-up from parallelization is bounded. Specifically, from (7) we have

\[ D \geq \delta (1 + \log_{2} N) \]
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D is the lag in the information upon which the prediction is based. Since this lag goes to infinity with N, the net gain per source from processing the information goes to zero. I.e., since \( r^2 < 1 \), we see from (27) and (28) that

\[
\lim_{n \to \infty} N = 0.
\]

This implies that asymptotically \( \bar{u} \) and \( \bar{u}_0 \) grow at the same rate:

\[
\lim_{N \to \infty} u - u_0 = N^{\alpha} - N^{-1/2}.
\]

\( \bar{u}_0 \), the gross profit when no information is processed, is also the net profit when no information is processed. The policy defined by (24) does have processing costs, and the lower bound on the number of processors needed to sum the N demands each period is N/6. Thus, the processing cost per cohort is at least \( \bar{u}_0 \), and it follows from (29) that asymptotically this policy yields a lower net profit than the policy that conditions on no information at all.

Let’s consider a more general class of policies. As noted above, at each date \( t \) one has potentially available for processing any coarsening \( \bar{R}_t \) of \( (H_t, S_t) \). This includes, as an extreme case, the possibility that \( \bar{R}_t = \bar{R}_{t-1} \), i.e., no new information is processed. We shall not address the problem in such generality, but confine our analysis to the following class of policies: every B periods one selects M new data items, and processes these, together with what results were previously stored, to obtain a new prediction; in between these “new data” periods one updates the previous prediction without using new data items.

Again, it is convenient to look at the gross gain from information processing, \( G = \bar{u} - \bar{u}_0 \). From (22) we see that, for any choice of M and B, the gain is maximized by sampling those M sources for which the previously processed data are the oldest. Thus (supposing that N/M is an integer), we divide the N sources into R = (N/M) “regions”, and every B periods we process new data from that region with the oldest previously processed data. Every region is thereby sampled every (B/R) periods. From (21), we see that every time a region is processed we need to use only the current observation for that region. Because the sources are independent, the total gain G is the sum of the corresponding gains for the individual sources.

We now derive the optimal prediction formula for this class of policies, and show that it is essentially of size M. Since \( \mu \) is known, it is convenient to change the notation slightly so that \( A_t \) denotes the prediction of \( X_t \) not \( Q_t \). With this new notation, the optimal prediction is \( A_t = E(X_t \mid \bar{R}_t) \); cf. (18). Let \( s_t \) denote the age of the data items for region \( r \) used in calculating the prediction \( A_t \); then 5 from (21),

5. This use of the symbol “\( x \)” in the remainder of this subsection should not be confused with its use in Sec. 2 and Sec. 3.1.
\[ A_r = \sum_{i \in r} A_i + \gamma \sum_{i \in r} X_i \] for new data.

If there were no new data, then
\[ A_r = \gamma (A_{r-1} - A_{r-2}) + \gamma \sum_{i \in r} X_i \]
for no new data.

Hence, by (30)
\[ a_r = a_{r-1} + \gamma \sum_{i \in r} X_i \]
if no new data were used for region \( r \).

Since each region has \( M \) sources, we see from (31) that the computation of \( a_r \) requires the addition of \( M \) data items every \( B \) periods, plus a few "overhead" operations every period, this latter number being bounded by a number independent of \( B, M, \) and \( N \). The data from any single source are used once every \( B \) periods. From (31) and (32), the total gain for one source during such a "cycle" is at most (and approximately)
\[ g^{10} + 1 + \gamma (1 - \gamma^{10B}) + \gamma (1 - \gamma^{10B}) + \cdots + \gamma (1 - \gamma^{10B}) \]
\[ \geq \frac{g^{10B} (1 - \gamma^{10B})}{1 - \gamma \gamma^{10B}} \]
here \( D \) is the time required to add the \( M \) data items in a region; it is therefore a lower bound on the time to compute each prediction \( a_r \), but also approximately equal to that time if \( M \) is large. Hence the average period of the total gain from all sources is
\[ G = \left( \frac{M}{B} \right) \frac{g^{10B} (1 - \gamma^{10B})}{1 - \gamma} \]

recall that \( R = (N/M) \).

We now show that
\[ \lim_{N \to \infty} \frac{G}{M} = \bar{u}_1 \]
however \( D, M \) and \( B \) are chosen. The intuition is that as \( N \to \infty \), either the average frequency with which each source is sampled also goes to infinity, or the average number of sources processed goes to infinity and thus so does the average processing delay. Either way, the predictions are conditioned on information whose age goes to infinity with \( N \).

This basic intuition applies to any class of policies, but here is the formal argument for the case described above. Recall that
\[ D \geq 1 + \log_2 M \]
then
\[ \frac{G}{M} \leq \left( \frac{M}{N} \right) f(N, M, B) = g(N, M, B), \]
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where

\[ f(N, M, B) = \frac{2^{2k_0} M (1 - 2^{2k_B}) E^2}{B (1 - \gamma^2)} \]

Note that \( f \) is bounded, and that

\[ \lim_{M \to \infty} f(N, M, B) = 0 \]

uniformly in \( N \) and \( B \) (since \( B > 1 \)). On the one hand

\[ \lim_{N \to \infty} g(N, M, B) = 0 \]

because \( (M/N) \to 0 \) and \( f \) is bounded. On the other hand

\[ \lim_{N \to \infty} g(N, M, B) = 0 \]

because \( M < N \) and \( f(N, M, B) \to 0 \), which proves (33).

Hence, even with this general class of policies, it is still true that the gross profit with optimal information processing grows at the same rate (to \( +\infty \) or \(-\infty \)) as does the gross profit without any information processing, as \( N \) increases without limit. Since for small \( N \) information processing may lead to strictly higher net profits, there are decreasing returns to scale in the approach to the limit (although possibly also increasing returns to scale in some range).

3.4 Example 2

Our second specific example combines assumptions LL (Linear Loss) and CN (Common Noise). We shall see that, in contrast with Example 1, in this case one has increasing, but asymptotically constant, returns to scale, and that the asymptotic per-unit gain from information processing is strictly positive.

We can summarize assumption CN by

\[ X_0 = Y_0 + Z_0 \]

\[ Y_1 = \beta Y_0 + V_1 \]

\( (V_1) \) and \( (Z_0) \) are all independent, Gaussian, with mean 0,

\[ EV_1 = \mu, \quad EV_1^2 = \sigma^2 \]

\( (Y_1) \) stationary, \( \beta \leq 1 \), \( \sigma^2 = \text{Var}(Y_1) = \frac{\mu^2}{1 - \beta^2} \)

Let \( Z_t = \sum_{i=0}^{t} Z_i \) and, as in (3.15), \( X_t = \sum_{i=0}^{t} X_i \); then

(34)

\[ X_t = NY_t + Z_t \]
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As before, let \( \hat{R}_i \) denote the information on which the prediction \( A_i \) of \( X_i \) is conditioned. We shall derive the optimal predictions below, but we first observe that, since the \( Z_i \) are independent and identically distributed with mean 0 and variance \( N \zeta_i^2 \), and the processes \( (Y_i) \) and \( Z_i \) are mutually independent,

\[
\text{Var}(X_i | \hat{R}_i) = N^2 \text{Var}(Y_i | \hat{R}_i) + N \zeta_i^2.
\]

If we write

\[
\tilde{z}_i^2 = \text{Var}(X_i | \hat{R}_i),
\tilde{z}_i^2 = \text{Var}(Y_i | \hat{R}_i),
\]

then (35) can be rewritten as

\[
\tilde{z}_i^2 = N^2 \tilde{z}_i^2 + N \zeta_i^2.
\]

As shown in the Appendix, the expected loss, \( E \Psi (A, Q) \), in period \( t \) due to prediction error is

\[
L(t) = \tilde{z}_i L_i,
\]

where \( L_i \) is the loss if \( (A_i - Q_i) \) is Gaussian with mean zero and variance 1. Define the long-run-average loss by

\[
L = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} L(t)
\]

(we consider only policies for which this limit exists). The total "cost", i.e., the sum of the loss due to prediction error and the cost of the information-processing network \( P \) (with \( p \) processors), is

\[
\tilde{C} = L + \varphi p,
\]

where \( \varphi \) is the cost per processor per period. For each \( N \), one wants to choose a network and a prediction policy to minimize \( \tilde{C} \). We shall show that \( t/N \) min \( C \) is decreasing in \( N \), but that

\[
\lim_{N \to \infty} \left( \frac{1}{N} \right) \min \tilde{C} > 0;
\]

hence, there are decreasing, but asymptotically constant, average costs per "unit size". Furthermore, we shall show that, if \( \varphi \) is not too large, the left-hand side of (41) is strictly less than the long-run-average loss from the prediction error one would have with no information (and no information processing).

In fact, one can prove that \( t/N \) min \( C \) is decreasing in \( N \) without knowing the optimal network and policy. From (35)-(38) we see that, for any fixed \( N \) and \( p \)

\[
L(t) = N \left[ \tilde{z}_i^2 + \frac{C_i^2}{N} \right]^{1/2} L_i.
\]
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where $C_i$ is determined by the policy. The total cost in period $i$ is therefore

$$C(i) = \min_{\Pi_i} \sum_{\Pi_i} C_i \cdot p_i \cdot \Pi_i$$

For any $N' > N$ one can achieve the same $C_i$, with the same $p$, simply by conditioning on the same information, i.e., by ignoring the additional information made available by adding new sources. Hence, if we fix the network and policy in this sense and let $N$ increase, $C(i) / N$ will decrease in $N$, and hence so will $C / N$. We write

$$C / N = c(N; \pi, p)$$

in order to emphasize the dependence of $C / N$ on the size $N$, the policy $\pi$, and the network $p$. If a pair $(\pi, p)$ is not well defined for a given $N$, we assign $c(N; \pi, p)$ the value $+\infty$. If $(\pi, p)$ is well defined for $N$, then it is also well defined for all $N' > N$, in the sense described above. Thus, for each pair $(\pi, p)$, the function $c(\cdot, \pi, p)$ is nonincreasing in $N$, and is strictly decreasing where finite. Define

$$c(N) = \min_{\Pi_i} c(N; \Pi_i, p)$$

then $c$ is strictly decreasing in $N$, which is what we wished to prove.

To obtain more detailed information about the function $c$, we need information about the optimal pair $(\pi, p)$ for given $N$. It is shown in the Appendix that the optimal prediction conditioned on the information $\Pi_i$ is

$$\hat{\pi}_i = \arg\max_{\pi_i} \mathbb{E}(Y_i | \Pi_i) + \beta_i a_i$$

where $\beta_i$ is defined in (36) and $a_i$ is a constant. To determine $a_i$, for the moment let $F$ denote the standard Gaussian cumulative distribution function (mean 0, variance 1); then $a_i$ is the solution of

$$F(a_i') = \Phi_i$$

where $\Phi_i$ are the coefficients in the piecewise-linear loss function $l$. (Recall that the corresponding expected loss is given by (36)-(38).

Thus the information affects the expected loss only through the conditional variance of $Y_i$ given $\Pi_i$. In a sense, each data item $X_{t, i}$ provides a "noisy" observation of $Y_i$, where $Z_{t, i}$ is the "noise". Since the variables $Z_{t, i}$ are independent and identically distributed, and are independent of the process $(Y_t)$, and since the $(Y_t)$ Process is Markovian, all data items $X_{t, i}$ from the same date provide equally valuable information, and more recent data items are more valuable than less recent ones. These considerations lead to the following results:
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us to the following class of policies: every B periods one selects M sources and uses the most recent data items from these sources together with previously stored results to calculate a prediction; in between these periods one simply updates the prediction using previously stored results without incorporating new data items. Without loss of generality, the same M sources can be used every B periods.

To simplify the exposition, we give the details of the analysis only for the case B = 1. (At the end of the section, we sketch the extension of the argument to the case in which B is chosen optimally.) Thus, at time t we wish to predict \( X_t \) from the history of M sources up through some state \( t-D \). Because of the stationarity of the processes, it is sufficient to take \( t-D=0; \) denote the corresponding history by \( I_t \).

From (42) and (43), we are interested in calculating

\[
\begin{align*}
\bar{Y}_t &= E(Y_t | I_t) \\
\bar{Y}_t^2 &= Var(Y_t | I_t) 
\end{align*}
\]

For the purpose of this calculation, define

\[
\begin{align*}
\bar{X}_t &= \frac{1}{M} \sum_{i=1}^{M} X_{t-i} \\
\bar{Z}_t &= \frac{1}{M} \sum_{i=1}^{M} Z_{t-i}
\end{align*}
\]

then the stationary process \((\bar{X}_t, Y_t, Z_t)\) is determined by:

\[
\begin{align*}
\begin{bmatrix} Y_t \\ Y_{t-1} \\ \vdots \\ Y_{t-M} \\ Z_t \\ \vdots \\ Z_{t-M} \end{bmatrix} &= \begin{bmatrix} \phi_1 & \phi_2 & \cdots & \phi_M \\ \theta_1 & \cdots & 0 & 0 \\ \vdots & \ddots & \ddots & \vdots \\ \theta_1 & \cdots & \theta_M & \cdots \end{bmatrix} \begin{bmatrix} X_t \\ X_{t-1} \\ \vdots \\ X_{t-M} \end{bmatrix} \\
&= \begin{bmatrix} \phi_1 & \phi_2 & \cdots & \phi_M \\ \theta_1 & \cdots & 0 & 0 \\ \vdots & \ddots & \ddots & \vdots \\ \theta_1 & \cdots & \theta_M & \cdots \end{bmatrix} \begin{bmatrix} \bar{X}_t \\ \bar{Y}_{t-1} \\ \vdots \\ \bar{Y}_{t-M} \end{bmatrix} + \begin{bmatrix} Z_t \\ Z_{t-1} \\ \vdots \\ Z_{t-M} \end{bmatrix}
\end{align*}
\]

where \((\bar{X}_t, Z_t)\) are independent and Gaussian, with mean 0 and with

\[
E \bar{X}_t^2 = \sigma^2, \\
E \bar{Z}_t^2 = \sigma^2 \\
M
\]

Hence

\[
\begin{align*}
\bar{Y}_t &= E(\bar{Y}_t | I_t) \\
\bar{Y}_t^2 &= Var(\bar{Y}_t | I_t)
\end{align*}
\]

It can be shown (see YAGLOM, 1962, pp. 119-121) that \( \bar{X}_t \) has the form

\[
\bar{X}_t = \phi^{t-1} (\theta - \alpha) \sum_{s=0}^{t-1} \alpha^s X_{t-s}
\]

where \( \alpha \) is a constant depending on the parameters of the process (see below), and \( |\alpha| < 1 \). It follows that, if

\[
\bar{X}_{t+1} = E(\bar{X}_{t+1} | I_t)
\]
In other words, in order to calculate \( \tilde{x}_{i+1} \), we need only store \( \tilde{x}_i \), calculate the sum \( x_i \), and then calculate the linear function (53). Thus, except for a few "overhead operations", the number of which is independent of \( M \) and \( N \), what is required is to add up the \( M \) data items \( X_i \) to form \( x_i \).

We turn now to \( \tilde{\eta}_2 = \text{Var}(Y_i |L_0) \). A straightforward calculation shows that

\[
\tilde{\eta}_2 = \beta^* \eta^* + f(M) + (1 - \beta^* \eta^*) \eta^2,
\]

where

\[
f(M) = \text{Var} (Y_i | L_0) = E \left( \tilde{Y}_i - Y_i \right)^2 | L_0 \]

and

\[
\tilde{Y}_i = E(Y_i | L_0) = E(x_i | L_0) = \tilde{x}_i.
\]

From (49)-(50),

\[
K(M) = E \left( \tilde{Y}_i - x_i \right)^2 | L_0 = E \left( \tilde{Y}_i - \tilde{x}_i \right)^2 | L_0 = E \left( \tilde{Y}_i - \tilde{x}_i \right)^2 | L_0 = E \left( \tilde{Y}_i - \tilde{x}_i \right)^2 | L_0 = \beta^* M^{-1} \eta^2.
\]

Hence

\[
f(M) = K(M) - \frac{\xi_2^2}{M}
\]

It can be shown (again, see Yule's paper, op. cit.) that

\[
K(M) = M^{1/2} \beta \frac{\pi}{\pi}
\]

where \( \pi \) (the same constant as in (52)) is the root of

\[
a^2 = B(M) \pi + 1 = 0
\]

that satisfies \( |\pi| < 1 \), and

\[
B(M) = \frac{1}{2} \left[ (1 + \beta^*) M^{1/2} + \frac{\pi \eta^*}{\xi_2^2} \right].
\]
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Alternatively, a little algebra applied to (58)-(60) shows that $K(M)$ is a root of
\[ K^2 - B(M)K + \left( \frac{\epsilon^2 \beta^2}{M} \right) = 0, \]
where $B(M)$ is the matrix from (58) denoted $b_{ij}$. We have shown that $\lim_{M \to \infty} B(M) = 0$. Hence
\[ \lim_{M \to \infty} K(M) = \lim_{M \to \infty} B(M) = \epsilon^2. \]
and so, from (57),
\[ \lim_{M \to \infty} f(M) = \epsilon^2. \]

Since increasing $M$ refines the information $I_p$, we know from general considerations that $f$ is decreasing in $M$, and that, for $M \to 1$, $f(M) < \eta^2$. We can summarize these last facts as follows:
\[ \epsilon^2 < f(M) < \eta^2 = \frac{\epsilon^2}{1 - \beta^2}. \]

Recall that our prediction of $X_t$ is conditioned on $I_p$, so that $X_t = \mu_t$. Combining (42), (54) and (55), we see that the average loss per period is
\[ \begin{align*}
L &= \frac{n_p}{N} \left( \frac{\epsilon^2}{1 - \beta^2} \right) \\
&= \epsilon^2 \left( \frac{1}{N} \right) \left( \frac{n_p}{n_p} \right).
\end{align*} \]

The delay $D$ will in turn depend on $M$ and the number of processors, $p$.
\[ D = \frac{P(M, p)}{n_p}. \]

Recall that given $N, M$ and $p$ are chosen to minimize
\[ C = L + \varphi_p, \]
or equivalently, to minimize
\[ \frac{C}{N} = \frac{\epsilon^2}{n_p} + \left[ \frac{\epsilon^2}{N} \left( \frac{1}{M} \right) + \frac{\varphi_p}{N} \right]. \]

Note that $f(M)$, and hence $\epsilon^2$, are bounded between $\epsilon^2$ and $\eta^2$, and independent of $N$. Hence the optimal pair $(M, p)$ will be approximately independent of $N$ for large $N$; let $(\bar{M}, \bar{p})$ denote the limit of these optimal pairs as $N$ increases without limit, and let $D$ denote the corresponding
delay. In what follows, we assume that \( q \) is small enough (processors are cheap enough) so that \( N \gg 1 \). It follows from (65) that

$$
(66) \quad \lim_{N \to \infty} \min_{n} \left( \frac{C}{N} \right) = \bar{\eta}_{\bar{L}} L_{\bar{L}}.
$$

On the other hand, the total expected loss per period without information (an without information processing) is

$$
\bar{\eta}_{\bar{L}} \approx N \left[ \eta^2 + \frac{E[P_0]}{N} \right] L_{\bar{L}},
$$

so that

$$
(67) \quad \lim_{N \to \infty} \frac{\bar{\eta}_{\bar{L}}}{N} = \eta L_{\bar{L}}.
$$

Since \( \bar{\eta}_{\bar{L}} < \eta \), we have the desired result, from (54), (66) and (67):

$$
(68) \quad \nu L_{\bar{L}} < \lim_{N \to \infty} \min_{n} \left( \frac{C}{N} \right) < \lim_{N \to \infty} \left( \frac{\bar{\eta}_{\bar{L}}}{N} \right).
$$

If we allow \( B > 1 \), then (as in Example 1), the delay from the start of the information processing to the actual use of the prediction will vary cyclically from \( D \) to \( D + B - 1 \). The average expected loss per period, \( \bar{L} \), will then be an average of terms like (63), and the results will be qualitatively similar to those for the case \( B = 1 \). In particular, the conclusion (68) will still be valid.

3.5. Further Remarks

We derived results for the pairs of assumptions IN/QL (Example 1) and CN/LL (Example 2). What about the combinations IN/LL and CN/QL?

The general model was set up so that if there were no prediction error, there would be constant returns to scale. To isolate the effect that information processing has on returns to scale, it is also helpful that when all the sources are processed with a fixed delay (for when no information is processed at all), the returns to scale are constant, or at least asymptotically constant.

With the Idiosyncratic Noise assumption, there is a law of large numbers effect that is exactly offset by the Quadratic Loss assumption, so that returns to scale are constant for a fixed delay in Example 1. If we move to a linear loss (IN/LL), the strong law of large numbers implies that the average loss converges to zero, even if no information is processed at all. Thus, it is difficult to isolate the returns to scale due to information processing. One can at least conclude, albeit trivially, that again the average gross gain from processing information converges to zero, and so asymptotically no information is processed at all.
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4 Bibliographic Notes

McGinnre and Marchak [1971] were perhaps the first to propose the model of a finite automaton as a formalization of the notion of a boundedly rational decision-maker; the individual processors in our models are specialized automata. Bounded rationality in economic decision-making has of course been emphasized by Simon [1972], see also his interesting discussion of the significance of hierarchy in the design and organization of tasks [1981, Ch. 5]. For a more general discussion of the economics of managing, see (Ratner [1989]). The model of a decision-making organization as a “network” of processors was explored by Marchak and Ratner [1972], but only a few simple examples were used in any detail. In a similar spirit, Marchak and Reicheleiter [1987] studied conditions under which a “hierarchical” structure of decision-making would be efficient in a broader set of structures. In their model, every processor is also responsible for the final decision about some action variable, and the cost of processing is that of communication. Their analysis derived some conditions under which hierarchy would be preferred, but we shall not attempt to summarize their results here.

Using a network model that is similar in spirit to ours, Mount and Reiter [1962, 1990] have studied the computational complexity of certain resource allocation mechanisms. In their model, a typical processor contains one unit of time—the value of some specific function, say \( y = f(x_1, \ldots, x_k) \); furthermore, each of the variables in question, \( y, x_1, x_2, \ldots, x_n \), is a vector of some specified dimension, say \( d \). The processors are connected by a network (directed graph) of one-way communication.
links, and after each computation cycle (unit of time) each processor sends its output to every processor to which it is directly connected, or to the "outside"; such communications are instantaneous. An \((r, d, F)\)-network is a network of processors, as above, such that:

1. No processor has more than \(r\) inputs \((s \leq r)\);

2. Each processor computes some function \(f\) in a prespecified set \(F\).

Roughly speaking, a resource allocation mechanism is implemented (trafficked) by having the economic agents communicate certain information to the network, which then computes the "equilibrium" of the mechanism. For any specification of \(r, d, \text{ and } F\), and any mechanism \(M\), there will be some minimum time, say \(t(M; r, d, F)\), required to compute an equilibrium of \(M\) with some \((r, d, F)\)-network. Mount and Reiter show that there can be a tradeoff between \(t(M; r, d, F)\) and the "amount" of information communicated by the agents, holding \(r, d\), and \(F\) fixed. (Note that the agents are outside the network.) However, in the work cited, Mount and Reiter do not explicitly impute any cost to the number of processors, nor do they consider in a systematic way how \(t(M; r, d, F)\) depends on \(r, d\), and \(F\).

Marschak [1972] and Marschak and Radner [1972, Ch. 7] studied the effect of delay on the value of decisions, in some particular examples. The present paper is, in part, an attempt to pursue the program of research implicit in that earlier work.

Our approach has also been strongly influenced by the computer-science literature on parallel processing. In particular, the characterization of efficient one-shot networks in Section 2 has appeared in one form or another (see Ginnings and Ryter [1988, p. 12]). On the other hand, our characterization of efficient renewal networks seems to be new.
The Piece-wise Linear Loss Function

Consider the piece-wise linear loss function (14) used in Example 2 (assumption LL):

\[ \Psi(A, Q) = \begin{cases} \Psi_L(Q - A), & A \leq Q, \\ \Psi_R(A - Q), & A > Q, \end{cases} \]

where \( \psi_L \) and \( \psi_R \) are strictly positive constants. Let \( F \) denote the cumulative distribution function (cdf) of the random variable \( Q \) assume that \( F \) is absolutely continuous. For any fixed \( A \), the expected loss is

\[ L(A) = E_{Q} \Psi(A, Q) \]

\[ = \psi_L \int_{-\infty}^{A} (A - q) F'(q) dq + \psi_R \int_{A}^{\infty} (q - A) F'(q) dq. \]

One easily verifies that the first and second derivatives of \( L \) are

\[ L'(A) = \psi_L F'(A) - \psi_R [1 - F(A)], \]

\[ L''(A) = -\psi_L F''(A). \]

Hence \( L \) is convex and \( L' \) is continuous; furthermore, \( L'(A) < 0 \) for \( A \) sufficiently small, and \( L'(A) > 0 \) for \( A \) sufficiently large. It follows that the optimal value of \( A \) is the solution of

\[ \frac{F(A)}{1 - F(A)} = \frac{\psi_R}{\psi_L}. \]

In particular, let \( a^* \) denote the solution of (71) when \( F \) is the cdf of the standard Gaussian distribution (mean 0 and variance 1), and let \( L^* \) be the corresponding minimum expected loss, \( L(a^*) \).

It is straightforward to show that if \( Q^* \) is a random variable, \( Q = hQ^* + k \), where \( h > 0 \), \( A^* \) is the optimal prediction of \( Q^* \), and \( A \) is the optimal prediction of \( Q \), then

\[ A = hA^* + k. \]

Furthermore, if \( L^* \) and \( L \) are the minimum expected losses for \( A^* \) and \( A \), respectively, then

\[ L = hL^*. \]

In particular, if \( Q \) has the Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \), then the optimal prediction of \( Q \) is \( \sigma a^* + \mu \), and the corresponding minimum expected loss is \( \sigma L^* \).
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